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On n-Sections and Reciprocal Quadrilaterals

Eisso J. Atzema

Abstract. We introduce the notion of ann-section and reformulate a number of
standard Euclidean results regarding angles in terms of2-sections (with proof).
Using6-sections, we define the notion of reciprocal (complete) quadrangles and
derive some properties of such quadrangles.

1. Introduction

While classical geometry is still admired as a model for mathematical reasoning,
it is only fair to admit that following through an argument inEuclidean geometry
in its full generality can be rather cumbersome. More often than not, a discussion
of all manner of special cases is required. Specifically, Euclid’s notion of an angle
is highly unsatisfactory. With the rise of projective geometry in the 19th century,
some of these issues (such as the role of points at infinity) were addressed. The
need to resolve any of the difficulties connected with the notion of an angle was
simply obviated by (largely) avoiding any direct appeal to the concept. By the
end of the 19th century, as projective geometry and metric geometry aligned again
and vectorial methods became commonplace, classical geometry saw the formal
introduction of the notion oforientation. In the case of the concept of an angle,
this led to the notion of adirected (oriented, sensed)angle. In France, the (elite)
high school teacher and textbook author Louis Gérard was anearly champion of
this notion, as was Jacques Hadamard (1865-1963); in the USA, Roger Arthur
Johnson (1890-1954) called for the use of such angles in classical geometry in two
papers published in 1917.1 Today, while the notion of a directed angle certainly
has found its place in classical geometry research and teaching, it has by no means
supplanted the traditional notion of an angle. Many collegegeometry textbooks
still ignore the notion of orientation altogether.

In this paper we will use a notion very closely related to thatof a directed an-
gle. This notion was introduced by the Australian mathematician David Kennedy
Picken (1879-1956) as thecomplete anglein 1922. Five years later and again in
1947, the New Zealand mathematician Henry George Forder (1889-1981) picked

Publication Date: January 26, 2009. Communicating Editor:Paul Yiu.
This paper is an extended version of a presentation with the same title at the Invited Paper Session:

Classical Euclidean Geometry in MathFest, July 31–August 2, 2008 Madison, Wisconsin, USA.
1See [5], as well as [6] and [7]; Johnson also consistently uses directed angles in his textbook [8].
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up on the idea, preferring the termcross.2 Essentially, where we can look upon
an angle as the configuration of two rays departing from the same point, the cross
is the configuration of two intersecting lines. Here, we willrefer to acrossas a
2-section and consider it a special case of the more general notion of ann-section.

We first define thesen-sections and establish ground rules for their manipula-
tion. Using these rules, we derive a number of classical results on angles in terms
of 2-sections. In the process, to overcome some of the difficulties that Picken
and Forder ran into, we will also bring the theory of circularinversion into the
mix. After that, we will focus on6-sections formed by the six sides of a complete
quadrangle. This will lead us to the introduction of the reciprocal to a complete
quadrangle as first introduced by James Clerk Maxwell (1831-1879). We conclude
this paper by studying some of the properties of reciprocal quadrangles.

2. The notion of an n-section

In the Euclidean plane, let{l} denote the equivalence class of all lines parallel
to the linel. We will refer to{l} as thedirection of l. Now consider the ordered
set of directions of a set of linesl1, ..., ln (n ≥ 2). We refer to such a set as an
n-section (of lines), which we will write as{ℓ1, ..., ℓn}.3. Clearly, anyn-section
is an equivalence class of all linesm1, ...,mn each parallel to the corresponding
of l1, ..., ln. Therefore, we can think of anyn-section as represented byn lines all
meeting in one point. Also note that anyn-section corresponds to a configuration
of points on the line at infinity.

We say that twon-sections{l1, ..., ln} and{m1, ...,mn} are directly congruent
if for any representation of the two sections by means of concurrent lines there is a
rotation combined with a translation that maps each line of the one representation
onto the corresponding line of the other. We write{l1, ..., ln} ∼=D {m1, ...,mn}.
If in addition a reflection is required,{l1, ..., ln} is said to beinverselycongruent
to {m1, ...,mn}, which we write as{l1, ..., ln} ∼=I {m1, ...,mn}.

Generally, no twon-sections can be both directly and inversely congruent to
each other. Particularly, as a rule, ann-section is not inversely congruent to itself.
A notable exception is formed by the2-sections. Clearly, a2-section formed by
two parallel lines is inversely as well as directly congruent to itself. We will refer
to such a2-section as trivial. Any non-trivial2-section that is inversely congruent
to itself is calledperpendicularand its two directions are said to be perpendicular
to each other. We will just assume here that for every direction there always is
exactly one direction perpendicular to it.4

No othern-sections can be both directly and inversely congruent, except for
suchn-sections which only consist of pairs of lines that either all parallel or are
perpendicular. We will generally ignore such sections.

2See [3] (pp.120-121+151-154), [4], [16], and [17]. The termcrossseems to have been coined
by Edward Hope Neville in [14]. Forder may actually have alsoused crosses in his two geometry
textbooks from 1930 and 1931, but we have not been able to locate copies of these.

3We adapt this notation from [15].
4A proof using SAS is fairly straightforward.
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The following basic principles for the manipulation ofn-sections apply. We
would like to insist here that these principles are just working rules and not ax-
ioms (in particular they are not independent) and serve the purpose of providing a
shorthand for frequent arguments more than anything else.

Principle 1 (Congruency). Twon-sections are congruent if and only if all corre-
sponding sub-sections are congruent, where the congruencies are either all direct
or all inverse.

Principle 2 (Transfer). For any three directions{a}, {b}, and{c}, there is exactly
one direction{d} such that{a, b} ∼=D {c, d}.

Principle 3 (Chain Rule). If {a, b} ∼= {a′, b′} and{b, c} ∼= {b′, c′} then{a, c} ∼=
{a′, c′}, where the congruencies are either all direct or all inverse.

Principle 4 (Rotation). Two n-sections{a1, ..., an} and {b1, ..., bn} are directly
congruent if and only if all{ai, bi} (1 ≤ i ≤ n) are directly congruent.

Principle 5 (Reflection). Twon-sections{a1, ..., an} and{b1, ..., bn} are inversely
congruent if and only if there is a direction{c} such that{ai, c} ∼=I {bi, c} for all
1 ≤ i ≤ n.

Most of the usual triangle similarity tests are still valid (up to orientation) if
we replace the notion of an angle by that of a cross or2-section, except for Side-
Cross-Side (SCS). Since we cannot make any assumptions about the orientation on
an arbitrary line, SCS is ambiguous in terms of sections in that a2-section with
a length on each of its legs, (generally) determines two non-congruent triangles.
The only situation in which SCS holds true (up to orientation) is for perpendicular
sections. Since we are in the Euclidean plane, theDilation Principleapplies to any
2-section as well: For any triangle△ABC with P onCA andQ onCB, △PQC

is directly similar to△ABC if and only if CP/CA = CQ/CB, whereCA and
so on denotedirectedlengths.

Once again, note that we do not propose to use then-sections to completely
replace the notion of an angle. The notion ofn-sections just provides a uni-
form way to discuss the large number of problems in geometry that are really
about configurations of lines rather than configurations of rays. Starting from
our definition of a perpendicular section, for instance, thebasic principles suf-
fice to give a formal proof that all perpendicular sections are congruent. In other
words, they suffice to prove that all perpendicular lines aremade equal. Essen-
tially this proof streamlines the standard proof (first given by Hilbert). Let{a, a

′}
be a perpendicular section and let{b} be arbitrary direction. Now, let{b′} be
such that (i){a, b} ∼=D {a′, b′} (BP 2). Then, since{a, a

′} ∼=D {a′, a}, also
{a′, b} ∼=D {a, b

′} or (ii) {b′, a} ∼=D {b, a′} (BP 3). Combining (i) and (ii), it
follows that{b, b′} ∼=D {b′, b} (BP 3). In other words,{b′} is perpendicular to{b}.
Finally, by BP 4,{b, b′} ∼=D {a, a

′}.
The same rules also naturally allow for the introduction of both angle bisectors

to an angle and do not distinguish the two. Indeed, note that the “symmetry” direc-
tion {c} in BP 5 is not unique. If{ai, c} ∼=I {bi, c}, then the same is true for the
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direction{c′} perpendicular to{c} by BP 3. Conversely, for any direction{d} such
that{ai, d} ∼=I {bi, d}, it follows that{d, c} ∼=D {c, d} by BP 3. In other words,
{c, d} is a perpendicular section. We will refer to the perpendicular section{c, c′}
as thesymmetry sectionof the inversely congruentn-sections{a1, ..., an} and
{b1, ..., bn}. In the case of the inversely congruent systems{a1, a2} and{a2, a1},
we speak of the symmetry section of the2-section. Obviously, the directions of the
latter section are those of the angle bisectors of the angle formed by any two rays
on any two lines representing{a1, a2}.

Using the notion of a symmetry section, we can now easily prove Thales’ The-
orem (as it is known in the Anglo-Saxon world).

Theorem 6 (Thales). For any three distinct pointsA, B and C, the lineAC is
perpendicular toBC if and only ifC lies on the unique circle with diameterAB.

Proof. Let O be the center of the circle with diameterAB. Since both△AOC

and△BOC are isosceles, the two line of the symmetry section of{AB,OC} are
each perpendicular to one ofAC and BC. Consequently, by BP 4 (Rotation),
{AC,BC} is congruent to the symmetry section,i.e., AC andBC are perpendic-
ular. Conversely, letA′, B

′, C
′ be the midpoints ofBC, CA, AB, respectively.

Then, by dilation,C ′
A

′ andC
′
B

′ are parallel toCA andCB, respectively. It fol-
lows thatC ′

A
′
CB

′ is a rectangle and therefore|B′
A

′| = |C ′
C|, but by dilation

|B′
A

′| = |AC
′| = |BC

′|, i.e., C lies on the unique circle with diameterAB. �

3. Circular inversion

To allow further comparison ofn-sections, we need the equivalent of a number
of the circle theorems from Book III of Euclid’sElements. It is easy to see how to
state any of these theorems in terms of2-sections. As Picken remarks, however,
really satisfactory proofs (in terms of2-sections) are not so obvious and probably
impossible if we do not want to use rays and angles at all. Be that as it may, we can
still largely avoid directly using angles.5 In this paper we will have recourse to the
notion ofcircular inversion, which allows for reasonably smooth derivations. This
transformation of (most of) the affine plane is defined with respect to a given circle
with radiusr and centerO. For any pointP of the plane other thanO, its image
under inversion with respect toO and the circle of radiusr is defined as the unique
pointP ′ such thatOP · OP

′ = r
2 (whereOP and so on denotedirectedlengths).

Note that by construction circular inversion is a closed (and bijective) operation
on the affine plane (excludingO). Also, if A

′ andB
′ are the images ofA andB

under a circular inversion with respect to a pointO, then by construction△A
′
B

′
O

is inversely similar to△ABO. The following fundamental lemma applies.

Lemma 7. Let O be the center of a circular inversion. Then, under this inversion
(i) any circle not passing throughO is mapped onto a circle not passing through
O, (ii) any line not passing throughO is mapped onto a circle passing throughO

and vice versa (with the point at infinity of the line corresponding toO), (iii) any

5See [16], p.190 and [4], p.231. Forder is right to claim that the difficulty lies with the lack of an
ordering for crosses and that directed angles need to be usedat some point.
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Figure 1. Circular Inversion of a Circle

line passing throughO is mapped onto itself (with the point at infinity of the line
again corresponding toO).

Proof. Starting with (i), draw the line connectingO with the center of the circle
not passing throughO and let the points of intersection of this line with the latter
circle beA andB (see Figure 1). Then, by Theorem 6 (Thales), the linesAC and
BC are perpendicular. LetA′, B

′ andC
′ be the images ofA, B, andC under

the inversion. By the previous lemma{OA,AC,CO} is indirectly congruent to
{OC

′
, C

′
A

′
, A

′
O}. Likewise{OB,BC,CO} ∼=I {OC

′
, C

′
B

′
, B

′
O}. SinceOA,

OB, OA
′, andOB

′ coincide, it follows that{OB,BC,CA,CO} is inversely con-
gruent to{OC

′
, C

′
B

′
, C

′
A

′
, B

′
O}. Therefore{BC,CA} is indirectly congruent

to {C ′
B

′
, C

′
A

′}. Consequently,C ′
A

′ andC
′
B

′ are perpendicular as well. This
means thatC ′ lies on the circle that has the segmentA

′
B

′ for a diameter. The
second statement is proved in a similar way, while the third statement is immedi-
ate. �

We can now prove the following theorem, which is essentiallya rewording in the
language of sections of Propositions 21 and 22 from Book III of Euclid’s Elements
(with a trivial extension).

Theorem 8 (Equal Angle). For four points on either a circle or a straight line, let
X, Y , Z, W be any permutation ofA, B, C, D. Then, any 2-sectionX{Y,Z}
is directly congruent to the 2-sectionW{Y,Z} and the sections are either trivial
(in case the points are collinear) or non-trivial (in case the points are co-cyclic).
Conversely, any four (distinct) pointsA, B, C, D for which there is a permutation
X, Y , Z, W such thatX{Y,Z} andW{Y,Z} are directly congruent either are
co-cyclic (in case the sections are non-trivial) or collinear (in case the two sections
are trivial).

Proof. It suffices to prove both statements for one permutation ofA, B, C, D.
Assume thatA, B, C, D are co-cyclic or collinear. LetB′, C

′ andD
′ denote the

images ofB, C andD, respectively, under circular inversion with respect toA.
Then,{DA,DC} ∼=I {C ′

A,D
′
C

′} and{BA,BC} ∼=I {C ′
A,B

′
C

′}. Since by
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Lemma 7,B′
C

′ coincides withD′
C

′, it follows that{DA,DC} ∼=D {BA,BC}.
Conversely, assume that{DA,DC} ∼=D {BA,BC}. Then,{C ′

A,D
′
C

′} ∼=D

{C ′
A,B

′
C

′}, i.e., B
′, C

′ and D
′ are collinear. By Lemma 7 again, if the two

2-sections are non-trivial,A, B, C, D are co-cyclic. If not, the four points are
collinear. �

Corollary 9. Let A, B, C, D be any four co-cyclic points withE = AC ∩ BD.
Then the product of directed lengthsAE · CE equals the productBE · DE.

Proof. Let A
′ andB

′ be the images under inversion ofA andB with respect to
E (and a circle of radiusr). Then△A

′
B

′
E and△CDE are directly similar with

two legs in common. ThereforeCE/A
′
E = DE/B

′
E or CE · AE/r

2 = DE ·
BE/r

2. �

For the sake of completeness, although we will not use it in this paper, we end
with a sometimes quite useful reformulation of Propositions 20 and 32 from Book
III of Euclid’s Elements.

Lemma 10 (Bow, String and Arrow). For any triangle△ABC, let C ′ be the mid-
point ofAB and letO be the circumcenter of the triangle and letTAB,C denote the
tangent line to the circumcircle of△ABC at C. ThenC{B,A} is directly congru-
ent to (i) bothO{C ′

, A} andO{B,C
′} and (ii) {BA,TCB,A} and{TCA,B , AB}.

Proof. It suffices to prove the first statements of (i) and (ii). LetA
′ be the midpoint

of BC. SinceOC
′ is perpendicular toAB andOA

′ is perpendicular toBC, it
follows that�C

′
OA

′
B is cyclic and therefore thatA′{B,C

′} ∼=D O{B,C
′}. But

A
′
C

′ is parallel toCA and thereforeA′{B,C
′} ∼=D C{B,A} as well, which

proves the first statement of (i). As for (ii), sinceBA is perpendicular toOC
′ and

TCB,A is perpendicular toOA, it follows that{BA,TCB,A} is directly congruent to
O{C ′

, A} by BP 4 (Rotation). SinceO{C ′
, A} is directly congruent toC{B,A},

the first statement of (ii) follows. �

The preceding results provide a workable framework for the application ofn-
sections to a great many problems in plane geometry involving configurations of
circles and lines (as opposed to rays). The well-known groupof circle theorems
usually attributed to Steiner and Miquel as well as most theorems associated with
the Wallace line are particularly amenable to the use ofn-sections. Examples can
be found in [16], [17], and [5].

4. 6-sections and complete quadrangles

So far we have essentially only used2-sections and3-sections. Note how any
3-section (with distinct directions) always corresponds toa unique class of directly
similar triangles. Clearly, there is no such correspondence for4-sections. To deter-
mine a quadrilateral, we need the direction of at least one ofits diagonals as well.
Therefore, it makes sense to consider the6-sections and their connection to the so-
calledcomplete quadrangles⊠ABCD, i.e., all configurations of four points (with
no three collinear) and the six lines passing through each two of them. Clearly any
⊠ABCD defines a6-section. Conversely, not every6-section can be represented
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by the six sides of a complete quadrangle. In order to see under what condition a
6-section originates from a complete quadrangle, we need a little bit of projective
geometry.

Any twon-sections are said to bein perspectiveor to form aperspectivityif for a
representation of each of the sections by concurrent lines the points of intersection
of the corresponding lines are collinear. Two sections are said to beprojectiveif a
representation by concurrent lines of the one section can beobtained from a similar
representation of the other as a sequence of perspectivities. It can be shown that
any two sections that are congruent are also projective. In the case of 2-sections and
3-sections all are actually projective. As for4-sections, the projectivity of two sec-
tions is determined by their so-calledcross ratio. Every 4-section{ℓ1, ..., ℓ4} has
an associated cross ratio[ℓ1, ..., ℓ4]. If A denotes the pencil of lines passing through
A, represent the lines of any section by linesℓi ∈ A. If ℓi has an equationLi = 0,
we can writeL3 asλ31L1 + λ32L2 andL4 asλ41L1 + λ42L2. We now (unam-
biguously) define the cross ratio[ℓ1, . . . , ℓ4] as the quotient(λ31/λ32) : (λ41/λ42).
From this definition of a cross ratio it follows that its valuedoes not change when
the first pair of elements and the second pair are switched or when the elements
within each pair are swapped. Note that for any two3-sections{l1, l2, l3} and
{m1,m2,m3} (with {l1, l2, l3} and{m1,m2,m3} each formed by three distinct
directions), the cross ratio defines a bijective mapϕ between any two pencilsA
andB, by choosing theli in A and themi in B and defining the imageϕ(l) of
any line l ∈ A as the line ofB such that[l1, l2; l3, l] equals[m1,m2;m3, ϕ(l)].
The mapϕ is called a projective map (of the pencil). It can be shown that any
projective map can be obtained as a projectivity and vice versa. Therefore, two
4-sections are projective if and only if their correspondingcross ratios are equal.
By the duality of projective geometry, all of the preceding applies to the points of
a line instead of the lines of a pencil as well. Moreover, for any four pointsL1,
L2, L3, L4 on a lineℓ and a pointL0 outsideℓ, the cross ratio[L1, L2;L3, L4] is
equal to[L0L1, L0L2;L0L3, L0L4]. By the latter property, we can associate any
projective map defined by two sections of lines with a projective map from the line
at infinity to itself.

The notion of a projective map can be extended to the projective plan where any
such mapϕ maps any line to a straight line and the restriction ofϕ to a line and
its image line is a projective map. Where a projective map between two lines is
defined by two triples of (non-coinciding) points, a projective map between two
planes requires two sets of four points, no three of which canbe collinear. In
other words, any two quadrilaterals define a projective map.Finally, we define an
involutionas a projective map which is its own inverse. In the case of an involution
of a line or pencil, any two distinct pairs of elements (with the elements within
each pair possibly coinciding) fully determine the map.

We can now formulate the following result.

Theorem 11. An arbitrary 6-section{l1, l2,m1,m2, n1, n2} can be formed from
the sides of a complete quadrangle⊠ABCD (such thatl1, l2 and so on are pairs
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of opposite sides) if and only if the three pairs of opposite sides can be rearranged
such that{l1, l2} is non-trivial and[l1, l2;m1, n2] equals[l1, l2;n1,m2].

Proof. Since any two quadrilaterals determine a projective map, every complete
quadrangle is projective to the configuration of a rectangleand its diagonals. There-
fore the diagonal points of a complete quadrangle are never collinear and every
quadrangle in the affine plane has at least one pair of opposite sides which are not
parallel. Without loss of generality, we may assume that{l1, l2} corresponds to
this pair of opposite sides. LetA, B denote the pencils of lines throughA andB

respectively. Now define a mapϕ from A to B by assigning the lineAX to BX

for all X on a lineℓ not passing throughA or B. It is easily verified thatϕ is a
projectivity, which assignsAB to itself and the line ofA parallel toL to the cor-
responding parallel line ofB. Therefore, ifC andD are distinct points onℓ, the
cross ratio[AB,CD;AC,AD] equals the cross ratio[AB,CD,BC,BD]. Con-
versely, for any6-section{l1, l2,m1,m2, n1, n2} such that[l1, l2;m1, n2] equals
[l1, l2;n1,m2], we can chooseA andB such thatAB is parallel tol1 and letD be
the point of intersection of the line ofA parallel tom1 and the line ofB parallel to
n1. Likewise, letC be the point of intersection of the line ofA parallel tom2 and
the line throughD parallel tol2. Then, since{l1, l2} is non-trivial, the lineBC

has to be parallel ton2. �

Note that the previous theorem is a projective version of Ceva’s Theorem de-
termining the concurrency of transversals in a triangle andthe usual expression of
that theorem can be readily derived from the condition above. We now have the
following corollary.

Corollary 12. For any complete quadrangle⊠ABCD, there is an involution that
pairs the points of intersection of its opposite sides with the line at infinity.

Proof. Without loss of generality, we may assume that{AB,CD} is non-trivial.
Let L1 = AB ∩ ℓ∞ and so on. Then[L1, L2,M1, N2] = [L1, L2, N1,M2]. Now
let ϕ be the involution ofℓ∞ determined by pairingL1 with L2 andM1 with M2.
Then [L1, L2,M1, N2] equals[L2, L1,M2, ϕ(N2)]. Since the former expression
is also equal to[L2, L1,M2, N1] (andL1, L2 andM2 are distinct), it follows that
ϕ(N2) = N1. In other words, the involution pairsN1 andN2 as well. �

In case⊠ABCD is a trapezoid, the point on the line at infinity corresponding to
the parallel sides is a fixed point of the involution; in case the complete quadrangle
is a parallelogram, the two points corresponding to the two pairs of parallel sides
both are fixed points.

In the language of classical projective geometry, we say that a6-section formed
by the sides of any complete quadrangle defines an involutionof six lines pair-
ing the opposite sides of the quadrangle. Note that this statement implies what is
known as Desargues’ Theorem, which states that any completequadrangle defines
an involution (of points) on any line not passing through anyof its vertices that
pairs the points of intersection of that line with the opposite sides of the quad-
rangle. For this reason, we will say that any6-section satisfying the condition of
Theorem 11 isDesarguesian.
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Corollary 13. Any Desarguesian6-section is associated with two similarity classes
of quadrilaterals (which may coincide).

Proof. Let the6-section be denoted by{l1, l2,m1,m2, n1, n2}. If the cross ra-
tio [l1, l2;m1, n2] equals[l1, l2;n1,m2], then the cross ratio[l2, l1;m2, n1] also
equals[l2, l1;n2,m1]. Whereas the quadrilateral constructed from the first equal-
ity contains a triangle formed by the linesl2, m2, n2, while l1, m1, n1 meet in one
point, this is reversed for the quadrilateral formed from the second equality. Since
{l1,m1, n1} and{l2,m2, n2} are not necessarily congruent, the two quadrilaterals
will be different (but may coincide in some cases). �

A B = D
∗

C = A
∗

D

S = B
∗

T = C
∗

Figure 2. Constructing⊠A
∗

B
∗

C
∗

D
∗

If the complete quadrangle⊠ABCD is one of the two quadrangles forming a
given 6-section, we can easily construct the other quadrangle⊠A

∗
B

∗
C

∗
D

∗. In-
deed, let⊠ABCD be as in Figure 2. Then, draw the line throughB parallel to
AC, meetingCD in S. Likewise, draw the line throughC parallel toBD meet-
ing AB in T . Then, by constructionST is a parallel toAD and all the opposite
sides of⊠ABCD are parallel to a pair of opposite sides of⊠BCST . The two
quadrangles, however, are generally not similar. Alternatively, we can consider the
quadrangle formed by the circumcenters of the four circles circumscribing the four
triangle formed byA, B, C, D. For this quadrangle, all three pairs of opposite
sides are parallel to a pair of opposite sides of the originalquadrangle. Again, it is
easy to see that this quadrilateral is generally not similarto the original one. The
latter construction was first systematically studied by Maxwell in [10] and [11],
in which he referred to the quadrilateral of circle centers as a reciprocal figure.
For this reason, we will refer to the two complete quadrangles associated with a
Desarguesian6-section asreciprocalquadrangles.

Relabeling the vertices of the preceding quadrangles as indicated in Figure 2,
we will formally define two complete quadrilaterals⊠ABCD and⊠A

∗
B

∗
C

∗
D

∗

as directly/inversely reciprocal if and only if

{AB,CD,AC,BD,DA,BC} ∼= {C∗
D

∗
, A

∗
B

∗
, B

∗
D

∗
, A

∗
C

∗
, B

∗
C

∗
,D

∗
A

∗},
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where the congruence is either direct or inverse. From this definition, we immedi-
ately derive the following two corollaries.

Corollary 14. A complete quadrangle is directly reciprocal to itself if and only if
it is orthocentric.

Proof. Since for any complete quadrangle directly reciprocal to itself all three2-
sections of opposite sides have to be both directly and inversely congruent, it fol-
lows that all opposite sides are perpendicular to each other. In other words, every
vertex is the orthocenter of the triangle formed by the otherthree vertices, which is
what orthocentric means. �

Corollary 15. A complete quadrangle is inversely reciprocal to itself if and only if
it is cyclic.

Proof. Let ⊠ABCD denote the complete quadrangle. Then, if⊠ABCD is in-
versely reciprocal to itself,{AB,AC} has to be inversely congruent to{CD,BD}
or A{B,C} ∼=D D{B,C}. But this means that⊠ABCD is cyclic. The converse
readily follows. �

Because of the preceding corollaries, when studying the relations between recip-
rocal quadrangles, we can often just assume that a complete quadrangle is neither
orthocentric nor cyclic. Also, as a special case, note that if a complete quadran-
gle ⊠ABCD has a pair of parallel opposite sides, then its reciprocal isdirectly
congruent to⊠BADC. For this reason, it is usually fine to assume that⊠ABCD

does not have any parallel sides either.
Maxwell’s application of his reciprocal figures to the studyof statics contributed

to the development of a heavily geometrical approach to thatfield (know asgrapho-
statics) which ultimately made projective geometry a required course at many en-
gineering schools until well into the 20th century. At the same time, the idea of
“reciprocation” was largely ignored within the classical geometry community. This
only changed in the 1890s, when (probably not entirely independently of Maxwell)
Joseph Jean Baptiste Neuberg (1840-1826) reintroduced theconcept of reciproca-
tion under the name ofmetapolarity. This notion, however, seems to have been
quickly eclipsed by the related notion oforthology that was introduced býEmile
Michel Hyacinthe Lemoine (1840-1912) and others as a tool tostudy triangles. In
this context, consider a triangle△ABC and a pointP in the plane of the triangle.
Now, construct a new triangle△A

′
B

′
C

′ such that each of its sides is perpendic-
ular to the corresponding side of{CP,AP,BP}. In this new triangle, construct
transversals each perpendicular to the corresponding lineof △ABC. Then, these
three transversals will meet in a new pointP

′. The triangles△ABC and△A
′
B

′
C

′

are said to beorthologic with polesP andP
′. Clearly, for any two orthologic tri-

angles△ABC and△A
′
B

′
C

′ with polesP andP
′, ⊠ABCP and⊠A

′
B

′
C

′
P

′ are
reciprocal quadrangles. Conversely, for any two reciprocal quadrangles⊠ABCD

and⊠A
∗
B

∗
C

∗
D

∗, △ABC and△A
∗
B

∗
C

∗ are orthologic with polesD andD
∗

(up to a rotation), and similarly for the three other pairs oftriangles contained in
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the two quadrangles. It is in the form of some variation of orthology that the notion
of reciprocation is best known today.6

A nice illustration of the use of reciprocal quadrangles (ororthology, in this
case) is the following problem from a recent International Math Olympiad Training
Camp.7

A

B

C

D

HD

AB

CB

HB

AD

CD

Figure 3. ⊠ABCD with HB andHD

Problem (IMOTC 2005). Let ABCD be a quadrilateral, andHD the orthocen-
ter of triangle△ABC. The parallels to the linesAD andCD through the point
HD meet the linesAB and BC at the pointsCB and AB , respectively. Prove
that the perpendicular to the lineCBAB through the pointHD passes through the
orthocenterHB of triangle△ACD.

Solution. The proposition still has to be true if we switch the role ofB andD.
Now note that the complete quadrangles⊠HBCDDAD and⊠BCBHDAB have
five parallel corresponding sides. Therefore, they are similar. Moreover, five of the
sides of the complete quadrangle⊠HBCHDA are perpendicular to the opposite
of the corresponding sides of⊠HBCDDAD and⊠BCBHDB. We conclude that
⊠HBCHDA is directly reciprocal to⊠HBCDDAD and⊠BCBHDAB . Conse-
quently, its sixth sideHBHD is perpendicular toADCD andABCB.

5. Some relations between reciprocal quadrangles

In order to study the relations between reciprocal quadrangles, we note yet
another way to generate a reciprocal to a given complete quadrangle. In fact,

6On metapolar quadrangles, see e.g. [12] and [13] or (more accessibly) Neuberg’s notes to [18]
(p.458). On orthology, see [9]. In 1827, well before Lemoine(and Maxwell), Steiner had also
outlined the idea of orthology (see [19], p.287, Problem 54), but nobody seems to have picked up on
the idea at the time. Around 1900, the Spanish mathematicianJuan Jacobo Durán Loriga (1854-1911)
extended the notion of orthology to that ofisogonology, which concept was completely equivalent to
reciprocation. Durán-Loriga’s work, however, met with the same fate as Neuberg’s metapolarity.

7See [2] and the references there.
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let ⊠ABCD be a complete quadrangle with diagonal pointsE = AC ∩ BD,
F = BC ∩ DA, G = AB ∩ CD, with A, B, C, D, and,F in the affine plane.
Now letA∗ be the image ofD under circular inversion with respect toF (see Fig-
ure 4). Likewise letD∗ be the image ofA under the same inversion. SimilarlyB∗

is the image ofC andC
∗ is the image ofB. Then, using the properties of inversion

it is easily verified that⊠A
∗
B

∗
C

∗
D

∗ is inversely reciprocal to⊠ABCD. We can
use this construction to derive the following two lemmata.

A DF = F
∗

B

C

A
∗

B
∗

C
∗

D
∗

E
∗

E

Figure 4. Constructing⊠A
∗

B
∗

C
∗

D
∗ by Inversion

Lemma 16 (Invariance of Ratios). Let ⊠ABCD and⊠A
∗
B

∗
C

∗
D

∗ be a pair of
(affine) reciprocal quadrangles and diagonal pointsE, F , G and E

∗, F
∗, G

∗,
respectively. Moreover, letX, Y , and Z be any collinear triple of two vertices
and a diagonal point of⊠ABCD with X

∗, Y
∗, Z

∗ the corresponding triple of
⊠A

∗
B

∗
C

∗
D

∗. Then
XY

Y Z

=
X

∗
Y

∗

Y
∗
Z

∗
,

whereXY denotes the directed length of the line segmentXY and so on.

Proof. The statement is trivial for any diagonal point onℓ∞. Without loss of gen-
erality, let us assume that the diagonal pointF is in the affine plane. It now suffices
to prove the statement forB, C andF . Under inversion with respect toF and a cir-
cle of radiusr, we find thatB∗

F
∗ = r

2
/CF andC

∗
F

∗ = r
2
/BF . The statement

of the lemma now immediately follows. �
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Lemma 17 (Maxwell). Let ⊠ABCD and ⊠A
∗
B

∗
C

∗
D

∗ be a pair of reciprocal
quadrangles. Then

|AB||CD|

|A∗
B

∗||C∗
D

∗|
=

|AC||BD|

|A∗
C

∗||B∗
D

∗|
=

|AD||CB|

|A∗
D

∗||C∗
B

∗|
,

where|AB| denotes the absolute length of the segmentAB and so on.

Proof. Assume again that the pointF is in the affine plane. Under inversion with
respect toF and a circle of radiusr, we find |A∗

D
∗| = |r2

/|FD| − r
2
/|FA|| =

r
2|AD|/(|FA||FD|) and|B∗

C
∗| = |r2

/|FC|−r
2
/|FB|| = r

2|BC|/(|FB||FD|).
Similarly, |A∗

B
∗| = r

2|AB|/(|FA||FB|) and |C∗
D

∗| = r
2|CD|/(|FC||FD|),

while |A∗
C

∗| = r
2|AC|/(|FA||FC|) and|B∗

D
∗| = r

2|BD|/(|FB||FD|). Com-
bining these expressions shows the equality of the three expressions. �

Note that for any three collinear points, the ratio|AC|/|BC| equals the cross
ratio [A,B,C, IAB ], whereIAB denotes the point at infinity of the lineAB. Now,
for any pair of reciprocal quadrangles⊠ABCD and⊠A

∗
B

∗
C

∗
D

∗, let ϕ be the
unique projective map sendingA to A

∗ and so on. Then,ϕ maps the lineAB to the
line A

∗
B

∗ and[A,B,G, IAB ] = [A∗
, B

∗
, G

∗
, ϕ(IAB)] (whereG = AB ∩ CD).

By Lemma 16,[A,B,G, IAB ] also equals[A∗
, B

∗
, G

∗
, IA∗B∗ ]. Therefore, sinceG

is distinct fromA andB, ϕ mapsIAB to IA∗B∗ . Likewise, the points at infinity of
BC andCA are mapped to the points at infinity ofB

∗
C

∗ andC
∗
A

∗, respectively.
But then,ϕ must map the whole line at infinity onto itself. Therefore, any map
defined by “reciprocation” of a complete quadrangle is anaffinemap. Conversely,
any affine map can be modeled by a reciprocation of a complete quadrangle (which
we may assume not to have any parallel sides). To see this, we first need another
lemma.

Lemma 18. For a given triangle△ABC and any non-trivial3-section{l,m, n}
not inversely congruent to{BC,CA,AB} there is exactly one pointD in the plane
of △ABC (and not on the sides of△ABC) such that{AD,BD,CD} is directly
congruent to{l,m, n}. In case{BC,CA,AB} ∼=I {l,m, n}, {AD,BD,CD}
will be directly congruent to{l,m, n} for any pointD on the circumcircle of
△ABC.

Proof. Without loss of generality, we may assume thatl, m, andn are concurrent
at a pointQ. Let a point L be a fixed point onl and letM be a variable point onm.
Now construct a triangle△LMN directly similar to△ABC. Then, the locus ofN
asM moves alongm is a straight line asN is obtained fromM by a fixed dilation
followed by a rotation over a fixed angle. Therefore, this locus will intersectn in
exactly one point as long as{AC,AB} is not directly congruent to{n,m}. The
point D we are looking for now has the same position with respect to△ABC as
hasQ with respect to△LMN . If the two2-sections are directly congruent, we can
repeat the process starting withM or N . This means that we cannot find a point
D as stated in the lemma using the procedure above only if△ABC is inversely
congruent to{l,m, n}. But if the latter is the case, we can take any pointD on the
circumcircle of△ABC by Cor. 15. �



14 E. J. Atzema

As an aside, note that for{l,m, n} directly congruent to either{AB,BC,CA}
or {CA,AB,BC}, this construction also guarantees the existence of the twoso-
called Brocard pointsΩ+ andΩ− of △ABC. Moreover, it is easily checked that
⊠ABCΩ+ and⊠BCAΩ− are reciprocal quadrangles. This explains the congru-
ence of the two Brocard angles. We are now ready to prove the following theorem.

Theorem 19. A projective map of the plane is affine if and only if it can be obtained
by reciprocation of a complete quadrangle⊠ABCD with no parallel sides. Any
such map reverses orientation if⊠ABCD is convex and retains orientation when
not. The map is Euclidean if and only if⊠ABCD is orthocentric (in which case
the map retains orientation) or cyclic (in which case the mapreverses orientation).

Proof. We already proved the if-part above. For an affine map, consider a trian-
gle △ABC and its image△A

∗
B

∗
C

∗. By the previous lemma there is at least
one pointD (not on the sides of△ABC) such that{AD,BD,CD} is directly
congruent to{B∗

C
∗
, C

∗
A

∗
, A

∗
B

∗}. The reciprocation of⊠ABCD thatA maps
to △ABC maps to△A

∗
B

∗
C

∗, then, must be the affine map. The connection
between convexity of⊠ABCD follows from the various constructions (and re-
labeling) of a reciprocal quadrangle. The last statement follows immediately. In
case⊠ABCD has parallel opposite sides, note that the affine map (after arotation
aligning one pair of parallel sides with their images) induces a map on the line at
infinity with either one or two fixed points (if not just a translation combined with
a dilation), corresponding to a glide or a dilation in two different directions. This
means that if we choose the sides of△ABC such that they are not parallel to the
directions represented by the fixed points on the line at infinity, no opposite sides
of ⊠ABCD will be parallel. �

Finally, note that if a complete quadrangle⊠ABCD is cyclic, then its recipro-
cal⊠A

∗
B

∗
C

∗
D

∗ is as well. Likewise, by Lemma 17, if for a complete quadrangle
the product of the lengths of a pair of opposite sides equals that of the lengths of
another pair, the same is true for the corresponding pairs ofits reciprocal. More
surprisingly perhaps, reciprocation also retains inscribability, i.e., if �ABCD has
an incircle, then so has�A

∗
B

∗
C

∗
D

∗. To see this, we can use the following gen-
eralization of a standard result.

Lemma 20 (Generalized Ptolemy). For any six pointsA, B, C, D, P , andQ in
the (affine) plane

|△PAB||△QCD| + |△PCD||△QAB|

+ |△PAD||△QBC| + |△PBC||△QAD|

= |△PAC||△QBD| + |△PBD||△QAC|.

Proof. We represent the pointsA, B, C, D, P , andQ by vectors~a = (a1, a2, 1)

and so on. Now consider the vectors(~a ⊕ ~a)T , ...,(~d ⊕ ~
d)T , as well as the vectors

(~p ⊕ i~p)T and (i~q ⊕ ~q)T . Then clearly, the6 × 6-determinant formed by these
six vectors equals zero. If we now evaluate this determinantas the sum of the
signed product of every3 × 3-determinant contained in the three first rows and its
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complementary3 × 3-determinant in the three bottom rows, we obtain exactly the
identity of the lemma. �

Note that the imaginary numbers are necessary to ensure thatno two of the
products automatically cancel against each other. Also, note that this result really
is about octahedrons in3-space and can immediately be extended to their analogs
in any dimension. Ptolemy’s Theorem follows by lettingP andQ coincide and
assuming this point is on the circumcircle of⊠ABCD.

Corollary 21. For any complete quadrangle⊠ABCD andE = AC ∩BD and a
pointP both in the (affine) plane of the quadrangle,

|△PDA| · |△EBC| + |△PBC| · |△EDA|

= |△PCD| · |△EAB| + |△PAB| · |△ECD|,

whereE is the point of intersection ofAC with BD.

Proof. Let Q coincide withE. �

Now, let ⊠ABCD be convex. ThenE = AC ∩ BD is in the affine plane
and we can obtain⊠A

∗
B

∗
C

∗
D

∗ by circular inversion with respect toE. Also,
�A

∗
B

∗
C

∗
D

∗ is convex by Theorem 19. Therefore, the equality of|A∗
B

∗| +
|C∗

D
∗| and|D∗

A
∗| + |B∗

C
∗| is both necessary and sufficient for the quadrangle

to be inscribable. By the properties of inversion, this condition is equivalent to the
condition

|AB|

|EA||EB|
+

|CD|

|EC||ED|
=

|DA|

|ED||EA|
+

|BC|

|EB||EC|
,

or

DA · |△EBC| + BC · |△EDA| = CD · |△EAB| + BA · |△ECD|.

If �ABCD is inscribable, this condition can also be written in the form

|△IDA|·|△EBC|+|△IBC|·|△EDA| = |△ICD|·|△EAB|+|△IAB|·|△ECD|.

But this equality is true by Cor. 21. We conclude that if�ABCD is inscribable,
then so is�A

∗
B

∗
C

∗
D

∗.
Alternatively, we can use a curious result that received some on-line attention in

recent years, but which is probably considerably older.

Theorem 22. For any convex quadrilateral�ABCD with E = AC ∩ BD, let
IAB be the incenter of△EAB and so on. Then⊠IABIBCICDIDA is cyclic if and
only if �ABCD is inscribable.

Proof. See [1] and the references there. The convexity requirementmight not be
necessary. �

Let us assume again that�ABCD is inscribable. This means that the quad-
rangle is convex and thatE = AC ∩ BD is in the affine plane. Also, note
that E = IAIC ∩ IBID. Therefore,EIAB · EICD equalsEIBC · EIDA by
Theorem 22. Now, let⊠A

∗
B

∗
C

∗
D

∗ be a reciprocal of⊠ABCD obtained by
circular inversion with respect toE and a circle with radiusr. As we assumed
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that ⊠ABCD is convex, so is⊠A
∗
B

∗
C

∗
D

∗ by Theorem 19. Since△EA
∗
B

∗

is inversely similar to△ECD while |A∗
B

∗| = r
2|BD|/(|EB||ED|), it fol-

lows thatEIA∗B∗ = r
2
EICD/(|EC||ED|) and so on. Consequently,EIA∗B∗ ·

EIC∗D∗ = EIB∗C∗ · EID∗A∗ . Therefore⊠IA∗B∗IB∗C∗IC∗D∗ID∗A∗ is cyclic and
�A

∗
B

∗
C

∗
D

∗ is inscribable by Theorem 22 again.
As a third proof, it is relatively straightforward to actually construct a reciprocal

⊠A
∗
B

∗
C

∗
D

∗ with its sides tangent to the incircle of�ABCD. More gener-
ally, this approach proves that the existence of any tangentcircle to a quadrangle
implies the existence of one for its reciprocal. This construction can actually be
looked upon as a special case of yet another way to construct reciprocal quadran-
gles. The proof of the validity of this more general construction, however, seems to
require a property of reciprocal quadrangles that we have not touched upon in this
paper. We plan to discuss this property (and the specific construction of reciprocal
quadrangles that follows from it) in a future paper.

6. Conclusions

In this paper we outlined how in many cases the concept of an angle can be
replaced by the more rigorous notion of ann-section. Other than the increased
rigor, one advantage ofn-sections over angles is that reasoning with the former is
somewhat more similar to the kind of reasoning one might see in other parts of
mathematics, particularly in algebra. Although perhaps a little bit of an overstate-
ment, Picken did have a point when he claimed that his paper did not have dia-
grams because they were “quite unnecessary.”8 Also, the formalism ofn-sections
provides a natural framework in which to study geometrical problems involving
multiple lines and their respective inclinations. As such,it both provides a clearer
description of known procedures and is bound to lead to questions that the use of
the notion of angles would not naturally give rise to. As a case in point, we showed
how the notion ofn-section suggests both a natural description of the procedure
involving orthologic triangles in the form of the notion of reciprocal quadrangles
and give rise to the question what properties of a complete quadrangle are retained
under the “reciprocation” of quadrangles.

At the same time, the fact that the “reciprocation” of quadrangles does not favor
any of the vertices of the figures involved comes at a cost. Indeed, its use does not
naturally give rise to certain types of questions that the use of orthologic triangles
does lead to. For instance, it is hard to see how an exclusive emphasis on the
notion of reciprocal quadrangles could ever lead to the study of antipedal triangles
and similar constructions. In short, the notion of reciprocal quadrangles should
be seen as a general notion underlying the use of orthologic triangles and not as a
replacement of the latter.

8See [16], p.188.
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The Lost Daughters of Gergonne

Steve Butler

Abstract. Given a triangle center we can draw line segments from each vertex
through the triangle center to the opposite side, this splits the triangle into six
smaller triangles called daughters. Consider the following problem: Given a
triangleS and a rule for finding a center find a triangleT , if possible, so that one
of the daughters ofT , when using the rule isS. We look at this problem for the
incenter, median and Gergonne point.

1. Introduction

Joseph-Diaz Gergonne (1771–1859) was a famous French geometer who founded
the Annales de Gergonne, the first purely mathematical journal. He served for a
time in the army, was the chair of astronomy at the Universityof Montpellier, and
to the best of our knowledge never misplaced a single daughter [3].

The “daughters” that we will be looking at come from trianglesubdivision.
Namely, for any well defined triangle center in the interior of the triangle one can
draw line segments (or Cevians) connecting each vertex through the triangle center
to the opposite edge. These line segments then subdivide theoriginal triangle into
six daughter triangles.

Given a triangle and a point it is easy to find the daughter triangles. We are
interested in going the opposite direction.

Problem. Given a triangleS and a well defined rule for finding a triangle center;
construct, if possible, a triangleT so thatS is a daughter triangle ofT for the given
triangle center.

For instance suppose that we use theincenteras our triangle center (which can
be found by taking the intersection of the angle bisectors).Then if we represent
the angles of the triangleT by the triple(A,B,C) it easy to see that one daughter
will have angles

(

A
2
,

A
2

+ B
2
,

B
2

+ C

)

, all the other daughter triangles are found
by permutingA, B andC. Since this is a linear transformation this can be easily
inverted. So ifS has anglesa, b and c then the possible candidates forT are
(2a, 2b−2a, c−b+a), along with any permutation ofa, b andc. It is easy to show
that if the triangleS is not equilateral or an isoceles triangle with largest angle
≥ 90◦ then there is at least one non-degenerateT for S.

Publication Date: February 9, 2009. Communicating Editor:Paul Yiu.
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We could also use thecentroidwhich for a triangle in the complex plane with
vertices at0, Z andW is Z+W

3
. In particular if [0, Z,W ] is the location of the

vertices ofT then
[

0, Z
2
,

Z+W
3

]

is the location of the vertices of a daughter of
T . This map is easily inverted, letS be [0, z, w] then we can chooseT to be
[0, 2z, 3w − 2z]. So, for example, ifS is an equilateral triangle then we should
chooseT to be a triangle similar to one with side lengths2,

√
7 and

√
13.

In this note we will be focusing on the case when our triangle center is the
Gergonne point, which is found by the intersection of the line segments connecting
the vertices of the triangle to the point of tangency of the incircle on the opposite
edges (see Figures 2-5 for examples).

Unlike centroids where every triangle is a possible daughter, or incenters where
all but (60◦, 60◦, 60◦), (45◦, 45◦, 90◦) and obtuse isoceles are daughters, there are
many triangles which cannot be a Gergonne daughter. We call such trianglesthe
lost daughters of Gergonne.

To see this pictorially if we again represent triangles as triples(A,B,C) of the
angles, then each “oriented” triangle (up to similarity) isrepresented by a point in
P , whereP is the intersection of the planeA + B + C = 180◦ with the positive
orthant (see [1, 2, 5, 6] for previous applications ofP ). Note thatP is an equilateral
triangle where the points on the edges are degenerate triangles with an angle of0◦

and the vertices are(180◦, 0◦, 0◦), (0◦, 180◦, 0◦), (0◦, 0◦, 180◦); the center of the
triangle is(60◦, 60◦, 60◦). In Figure 1 we have plotted the location of the possible
Gergonne daughters inP , the large white regions are the lost daughters.

Figure 1. The possible Gergonne daughters inP .

2. Constructing T

We start by putting the triangleS into a standard position by putting one vertex
at(−1, 0) (with associated angleα), another vertex at(0, 0) (with associated angle
β) and the final vertex in the upper half plane. We now want to find(if possible) a
triangleT which produces this Gergonne daughter in such a way that(−1, 0) is a
vertex and(0, 0) is on an edge ofT (see Figure 2). Since(0, 0) will correspond to
a point of tangency of the incircle we see that the incircle must be centered at(0, t)
with radiust for some positivet. Our method will be to solve fort in terms ofα
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andβ. We will see that some values ofα andβ have no validt, while others can
have one or two.

t

(0, 0)(−1, 0)

α β

Figure 2. A triangle in standard position.

Since the point of tangency of the incircle to the edge opposite (−1, 0) must
occur in the first quadrant, we immediately have that the angle α is acute and we
will implicitly assume that in our calculations.

2.1. The caseβ = 90◦. We begin by considering the special caseβ = 90◦. In this
setting it is easy to see thatT must be an isosceles triangle of the form shown in
Figure 3.

t

(

2t
2

1+t2
, 2t

1+t2

)

(0, 0)(−1, 0) (1, 0)

α

Figure 3. Theβ = 90
◦ case.

The important part of Figure 3 is the location of the point
(

2t2

1+t2
,

2t
1+t2

)

. There

are several ways to find this point. Ours will be to find the slope of the tangent line,
then once this is found the point of tangency can easily be found. The key tool is
the following lemma.

Lemma 1. The slopem of the lines that pass through the point(p, q) and are
tangent to the circlex2 + (y − t)2 = t

2 satisfy

m
2 +

2p(t − q)

p
2 − t

2
m +

q
2 − 2qt

p
2 − t

2
= 0. (1)
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Proof. In order for the liney = m(x− p) + q to be tangent to the circlex2 + (y −
t)2 = t

2 the minimum distance between the line and(0, t) must bet. Since the
minimum distance between(0, t) and the liney = mx + (q − pm) is given by the
formula |t+pm−q|

√

m2+1
, we must have

t
2 =

(

|t + pm − q|
√

m
2 + 1

)2

.

Simplifying this relationship gives (1). �

Applying this with(p, q) = (1, 0) we have that the slopes must satisfy,

m
2 +

2t

1 − t
2
m = 0.

We already know the solutionm = 0, so the slope of the tangent line is−2t
1−t2

. Some
simple algebra now gives us the point of tangency. We also have that the top vertex

is located at
(

0, 2t
1−t2

)

.

Using the newly found point we must have

tan α =
2t

1+t2

2t2

1+t2
+ 1

=
2t

1 + 3t2
,

which rearranges to

3(tan α)t2 − 2t + tan α = 0, so thatt =
1 ±

√
1 − 3 tan2

α

3 tan α

.

There are two restrictions. First,t must be real, and so we have0 < tan α ≤
√

3

3
,

or 0 < α ≤ 30◦. Second,t < 1 (if t ≥ 1 then the triangle cannot close up), and so
we need

1 +
√

1 − 3 tan2
α

3 tan α

< 1 which reduces totan α >

1

2
,

so for this root oft we need to haveα > arctan(1/2) ≈ 26.565◦.

Theorem 2. For β = 90◦ andα given for a triangleS in standard position then
(i) if α > 30◦ there is noT which producesS;
(ii) if α = 30◦ then theT which producesS is an equilateral triangle;
(iii) if arctan 1

2
< α < 30◦ then there are two trianglesT which produceS, these

correspond to the two rootst = 1±
√

1−3 tan2 α
3 tan α

;
(iv) if α ≤ arctan 1

2
then there is one triangleT which producesS, this corre-

sponds to the roott = 1−
√

1−3 tan2 α
3 tan α

.

An example of the case when there can be twoT is shown in Figure 4 for
α = 29.85◦.
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Figure 4. An example of a fixedS in standard position with two possibleT .

2.2. The caseβ 6= 90◦. Our approach is the same as in the previous case where
we find the point of tangency opposite the vertex at(−1, 0) and then use a slope
condition to restrictt. The only difference now is that finding the point takes a few
more steps.

To start we can apply Lemma 1 with(p, q) = (−1, 0) and see that the slope of
the line tangent to the circle is2t

1−t2
. The top vertex ofT is then the intersection of

the lines

y =
2t

1 − t
2
(x + 1) andy = −(tan β)x.

Solving for the point of intersection the top vertex is located at

(p∗, q∗) =

(

−2t

2t + (1 − t
2) tan β

,

2t tan β

2t + (1 − t
2) tan β

)

. (2)

We can again apply Lemma 1 with(p∗, q∗) from (2), along with the fact that one
of the two slopes is 2t

1−t2
to see that the slope of the edge opposite(−1, 0) is

m
∗ =

2 tan β(t tan β − 2)

t
2 tan2

β − 4t tan β + 4 − tan2
β

.

It now is a simple matter to check that the point of tangency is

(x∗
, y

∗) =

(

(m∗)2p∗ + tm
∗ − q

∗
m

∗

(m∗)2 + 1
,

(m∗)2t − p
∗
m

∗ + q
∗

(m∗)2 + 1

)

.

We can also find that thex-intercept of the line, which will correspond to the final
vertex of the triangle, is located at

(

t tan β/(t tan β − 2), 0
)

.
So as before we must have

tan α =
y
∗

x
∗ + 1

=
(m∗)2t − p

∗
m

∗ + q
∗

(m∗)2p∗ + tm
∗ − q

∗
m

∗ + (m∗)2 + 1

=
2t tan2

β

3t2 tan2
β − 8t tan β + tan2

β + 4
.

Which can be rearranged to give

(3 tan α tan2
β)t2 − (2 tan2

β + 8 tan α tan β)t + (tan α tan2
β + 4 tan α) = 0.
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Finally giving

t =
tan β + 4 tan α ±

√

tan2
β + 8 tan α tan β + 4 tan2

α − 3 tan2
α tan2

β

3 tan α tan β

.

(3)

Theorem 3. For β 6= 90◦ andα given there are at most two trianglesT which can
produceS in standard position. These trianglesT have vertices located at

(−1, 0),

(

−2t

2t + (1 − t
2) tan β

,

2t tan β

2t + (1 − t
2) tan β

)

, and

(

t tan β

t tan β − 2
, 0

)

,

wheret satisfies(3). Further, we must have thatt is positive and satisfies

2

tan β

< t <

1 + secβ

tan β

.

Proof. The only thing left to prove are the bounds. For the upper bound, we must
have that the second vertex is in the top half plane and so we need

2t tan β

2t + (1 − t
2) tan β

> 0.

If tan β > 0 then we need

2t + (1 − t
2) tan β > 0 or (tan β)t2 − 2t − tan β < 0.

This is an upward facing parabola with negativey-intercept and so we need thatt

is less than the largest root, i.e.,

t <

2 +
√

4 + 4 tan2
β

2 tan β

=
1 + secβ

tan β

.

The case fortan β < 0 is handled similarly.
For the lower bound we must have that thex-coordinate of the third vertex is

positive. Iftan β < 0 this is trivially satisfied. Iftan β > 0 then we needt tan β−
2 > 0 giving the bound. �

As an example, if we letα = β = 45◦, then (3) givest = 5±
√

10

3
≈ 0.6125,

or 2.7207. But neither of these satisfy2 < t < 1 +
√

2, so there is noT for this
S. Combined with Theorem 2 this shows that(45◦, 45◦, 90◦) is a lost daughter of
Gergonne.

On the other hand if we letα = β = 60◦ then (3) givest =
√

3

3
,

7
√

3

9
. The value

√

3

3
falls outside the range of allowablet, but the other one does fall in the range.

The resulting triangle is shown in Figure 5 and has side lengths 19

5
, 8 and 49

5
.

3. Concluding comments

We now have a way given a triangleS to construct, if possible, a triangleT
so thatS is a Gergonne daughter ofT . Using this it is possible to characterize
triangles which are not Gergonne daughters. One can then look at what triangles
are not Gergonne granddaughters (i.e., triangles which canbe formed by repeating
the subdivision rule on the daughters). Figure 6 shows the location of the Gergonne
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Figure 5. The unique triangle which has an equilateral triangle as a Gergonne daughter.

granddaughters inP . It can be shown the triangle in Figure 5 is not a Gergonne
daughter, so that the equilateral triangle is not a Gergonnegranddaughter.

Figure 6. The possible Gergonne granddaughters inP .

One interesting problem is to find what triangles (up to similarity) can occur
if we repeat the subdivision rule arbitrarily many times (see [2])? One example
of this would be any triangle which is similar to one of its Gergonne daughters.
Do any such triangles exist? (For the incenter there are onlytwo such triangles,
(36◦, 72◦, 72◦) and(40◦, 60◦, 80◦); for the centroid there is none.)

Besides the incenter, centroid and Gergonne point there aremany other possible
center points to consider (see the Encyclopedia of TriangleCenters [4] for a com-
plete listing of well known center points, along with many others). One interesting
point would be the Lemoine point, which can have up tothree trianglesT for a
triangleS in standard position (as compared to2 for the Gergonne point and1 for
the centroid).
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Mappings Associated with Vertex Triangles

Clark Kimberling

Abstract. Methods of linear algebra are applied to triangle geometry. The ver-
tex triangle of distinct circumcevian triangles is proved to be perspective to the
reference triangleABC, and similar results hold for three other classes of ver-
tex triangles. Homogeneous coordinates of the perspectorsdefine four map-
pingsMi on pairs of points(U, X). Many triangles homothetic toABC are
examined, and properties of the four mappings are presented. In particular,
Mi(U,X) = Mi(X, U) for i = 1, 2, 3, 4, andM1(U,M1(U, X)) = X;

for this reason,M1(U, X) is given the nameU -vertex conjugate ofX. In the
introduction of this work,point is defined algebraically as a homogeneous func-
tion of three variables. Subsequent definitions and methodsinclude symbolic
substitutions, which are strictly algebraic rather than geometric, but which have
far-reaching geometric implications.

1. Introduction

In [1], H. S. M. Coxeter proved a number of geometric results using methods
of linear algebra and homogenous trilinear coordinates. However, the fundamental
notions of triangle geometry, such as point and line in [1] are of the traditional
geometric sort. In the present paper, we begin with an algebraic definition of point.

Supposea, b, c are variables (or indeterminates) over the field of complex num-
bers and thatx, y, z are homogeneous algebraic functions of(a, b, c) :

x = x(a, b, c), y = y(a, b, c), z = z(a, b, c),

all of the same degree of homogeneity and not all identicallyzero. Triples(x, y, z)
and(x1, y1, z1) areequivalentif xy1 = yx1 andyz1 = zy1. The equivalence class
containing any particular(x, y, z) is denoted byx : y : z and is apoint. Let

A = 1 : 0 : 0, B = 0 : 1 : 0, C = 0 : 0 : 1.

These three points define thereference triangleABC. The set of all points is the
transfigured plane,as in [6]. If we assign toa, b, c numerical values which are the
sidelengths of a euclidean triangle, thenx : y : z are homogeneous coordinates
(e.g., trilinear or barycentric) as in traditional geometry, and points as defined just
above are then points in the plane of a euclidean triangleABC.

Possibly the earliest treatment of triangle-related points as functions rather than
two-dimensional points appears in [3]; in [3]–[9], points-as-functions methods

Publication Date: February 23, 2009. Communicating Editor: Paul Yiu.
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lead to problems whose meanings and solutions are nongeometric but which have
geometric consequences. Perhaps the most striking are symbolic substitutions
[6]–[8], the latter typified by substitutingbc, ca, ab for a, b, c respectively. To
see the nongeometric character of this substitution, one can easily find values of
a, b, c that are sidelengths of a euclidean triangle butbc, ca, ab are not – and yet,
this substitution and others have deep geometric consequences, as they preserve
collinearity, tangency, and algebraic degree of loci. (In§6, the symbolic substitu-
tion (a, b, c) → (bc, ca, ab) is again considered.)

Having started with an algebraic definition of “point” as in [3], we now use it as
a basis for defining otheralgebraicobjects. Aline is a set of pointsx : y : z such
thatlx+my +nz = 0 for some pointl : m : n; in particular, the line of two points
p : q : r andu : v : w is given by

∣

∣

∣

∣

∣

∣

x y z

p q r

u v w

∣

∣

∣

∣

∣

∣

= 0.

A triangle is a set of three points. Harmonic conjugacy, isogonal conjugacy, and
classes of curves are likewise defined by algebraic equations that are familiar in
the literature of geometry (e.g. [1], [5], [10], [12], and many nineteenth-century
works), where they occur as consequences of geometric foundations, not as def-
initions The same is true for other relationships, such as concurrence of lines,
collinearity of points, perspectivity of triangles, similarity, and homothety.

So far in this discussion, coordinates have been general homogeneous. In tra-
ditional triangle geometry, two specific systems of homogeneous coordinates are
common: barycentric and trilinear. In order to define special points and curves, we
shall use their traditional trilinear representations. Listed here are a few examples:
the centroid ofABC is definedas the point1/a : 1/b : 1/c; the lineL∞ at infinity,
asax+by+cz = 0. The isogonal conjugate of a pointx : y : z satisfyingxyz 6= 0
is defined as the point1/x : 1/y : 1/z and denoted byX−1

, and the circumcircle
Γ is defined byayz + bzx + cxy = 0, this being the set of isogonal conjugates of
points onL∞

. Of course, we may illustrate definitions and relationships by eval-
uating a, b, c numerically—and then all the algebraic objects become geometric
objects. (On the other hand, if, for example,(a, b, c) = (6, 2, 3), then the algebraic
objects remain intact even though there is no triangle with sidelengths6, 2, 3.)

Next, we define four classes of triangles. SupposeX = x : y : z is a point not
on a sideline ofABC; i.e., xyz 6= 0. Let

A1 = AX ∩ BC = 0 : y : z

B1 = BX ∩ CA = x : 0 : z

C1 = CX ∩ AB = x : y : 0.

The triangleA1B1C1 is thecevian triangleof X. LetA2 be the point, other thanA,

in which the lineAX meetsΓ. DefineB2 andC2 cyclically. The triangleA2B2C2

is thecircumcevian triangleof X, as indicated in Figure 1.
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A

B C

X

A2

B2

C2

A1

B1
C1

Figure 1.

Let A3 be the{A,A1}-harmonic conjugate ofX (i.e., A3 = −x : y : z), and
defineB3 andC3 cyclically. ThenA3B3C3 is theanticevian triangleof X. Let

A
′ = BC ∩ B1C1, B

′ = CA ∩ C1A1, C
′ = AB ∩ A1B1,

so thatA′ = {B,C}-harmonic conjugate ofA1 (i.e., A1 = 0 : y : −z), etc. The
linesAA

′
, BB

′
, CC

′ are theanticeviansof X, and the points

A4 = AA
′ ∩ Γ, B4 = BB

′ ∩ Γ, C4 = CC
′ ∩ Γ,

as in Figure 2, are the vertices of thecircum-anticevian triangle,A4B4C4, of X.

A

B C

X

A1

B1
C1

A3

B3

C3

A4

B4

C4

Figure 2.
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With these four classes of triangles in mind, supposeT = DEF and T
′ =

D
′
E

′
F

′ are triangles. Thevertex triangleof T and T
′ is formed by the lines

DD
′
, EE

′
, FF

′ as in Figure 3. Note thatT andT
′ are perspective if and only

if their vertex triangle is a single point.

A

B C

D

E

F

D
′

E
′

F
′

A
′

B
′

C
′

Figure 3.

2. The first mappingM1

Theorem 1. The vertex triangle of distinct circumcevian triangles is perspective
to ABC.

Proof. Let A′
B

′
C

′ be the circumcevian triangle ofX = x : y : z, and letA′′
B

′′
C

′′

be the circumcevian triangle ofU = u : v : w. The former can be represented as a
matrix (e.g. [5, p.201]), as follows:





A
′

B
′

C
′



 =





x1 y1 z1

x2 y2 z2

x3 y3 z3





=





−ayz (cy + bz)y (bz + cy)z
(cx + az)x −bzx (az + cx)z
(bx + ay)x (ay + bx)y −cxy



 ,

and likewise forA′′
B

′′
C

′′ using verticesui : vi : wi in place ofxi : yi : zi. Lines
A

′
A

′′
, B

′
B

′′
, C

′
C

′′ are given by equationsxiα + yiβ + ziγ = 0 for i = 4, 5, 6,
where





x4 y4 z4

x5 y5 z5

x6 y6 z6



 =





y1w1 − z1v1 z1u1 − x1w1 x1v1 − y1u1

y2w2 − z2v2 z2u2 − x2w2 x2v2 − y2u2

y3w3 − z3v3 z3u3 − x3w3 x3v3 − y3u3



 ,
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so that the vertex triangle is given by




A
′′′

B
′′′

C
′′′



 =





x7 y7 z7

x8 y8 z8

x9 y9 z9





=





y5z6 − z5y6 z5x6 − x5z6 x5y6 − y5x6

y6z4 − z6y4 z6x4 − x6z4 x6y4 − y6x4

y4z5 − z4y5 z4x5 − x4z5 x4y5 − y4x5



 . (1)

The lineAA
′′′ thus has equation0α + z7β − y7γ = 0, and equations for the lines

BB
′′′ andCC

′′′ are obtained cyclically. The three lines concur if

∣

∣

∣

∣

∣

∣

0 z7 −y7

−z8 0 x8

y9 −x9 0

∣

∣

∣

∣

∣

∣

= 0,

and this is found (by computer) to be true. �

In connection with Theorem 1, the perspector is the pointP = x8x9 : x8y9 :
z8x9. After canceling long common factors, we obtain

P = a/(a2
vwyz − ux(bw + cv)(bz + cy))

: b/(b2
wuzx − vy(cu + aw)(cx + az))

: c/(c2
uvxy − wz(av + bu)(ay + bx)). (2)

The right-hand side of (2) defines the first mapping,M1(U,X). If U andX

are triangle centers (defined algebraically, for example, in [3], [5], [11]), then
so isM1(U,X). It can be easily shown thatM1(U,X) is an involution; that is,
M1(M1(U,X)) = X. In view of this property, we callM1(U,X) theU -vertex
conjugateof X. For example, the incenter-vertex conjugate of the circumcenter is
the isogonal conjugate of the Bevan point;i.e., M1(X1,X3) = X84. The indexing
of named triangle centers, such asX84, is given in theEncyclopedia of Triangle
Centers[9].

Vertex-conjugacy shares theiso-property with another kind of conjugacy called
isoconjugacy; viz., theU -vertex-conjugate ofX is the same as theX-vertex-
conjugate ofU . (The U -isoconjugate ofX is the pointvwyz : wuzx : uvxy;
see the Glossary at [9].)

Other properties ofM1 are given in§9 and in Gibert’s work [2] on cubics asso-
ciated with vertex conjugates.

3. The second mappingM2

Theorem 2. The vertex triangle of distinct circum-anticevian triangles is perspec-
tive toABC.
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A

X

U

B C

A
′

B
′

C
′

A
′′

B
′′

C
′′

A
′′′

B
′′′ C

′′′

P

Figure 4.

Proof. The method of§2 applies, starting with




A
′

B
′

C
′



 =





x1 y1 z1

x2 y2 z2

x3 y3 z3





=





ayz (cy − bz)y (bz − cy)z
(cx − az)x bzx (az − cx)z
(bx − ay)x (ay − bx)y cxy



 ,

and likewise forA′′
B

′′
C

′′. �

The perspector is given by

P = p : q : r =
a

f(a, b, c, x, y, z)
:

b

f(b, c, a, y, z, a)
:

c

f(c, a, b, z, a, b))
, (3)

where
f(a, b, c, s, y, z) = a

2
vwyz − xu(bw − cv)(bz − cy),

and we defineM2(U,X) = P as in (3).
As this mapping is not involutory, we wish to solve the equationP = M2(U,X)

for X. The system to be solved, and the solution, are given by




g1 h1 k1

g2 h2 k2

g3 h3 k3









1/x
1/y
1/z



 =





a/p

b/q

c/r




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and




1/x
1/y
1/z



 =





g1 h1 k1

g2 h2 k2

g3 h3 k3





−1 



a/p

b/q

c/r



 ,

where




g1 h1 k1

g2 h2 k2

g3 h3 k3



 =





a
2
vw −bu(bw − cv) cu(bw − cv)

av(cu − aw) b
2
wu −cv(cu − aw)

−aw(av − bu) bw(av − bu) k3 = c
2
uv



 .

Again, long factors cancel, leaving

X = x : y : z = g(a, b, c) : g(b, c, a) : g(c, a, b),

where
g(a, b, c) =

a

a
3
qrv

2
w

2 − a
2
G2 + aG1 + G0

,

where

G0 = u
2
p (bw − cv)2 (br + cq) ,

G1 = uvwp (br − cq) (cv − bw) ,

G2 = uvwrq (bw + cv) .

4. The third mapping M3

Given a pointX = x : y : z, we introduce a triangleA′
B

′
C

′ as follows:




A
′

B
′

C
′



 =





x1 y1 z1

x2 y2 z2

x3 y3 z3



 =





ayz (cy + bz)y (bz + cy)z
(cx + az)x bzx (az + cx)z
(bx + ay)x (ay + bx)y cxy



 ,

and likewise forA′′
B

′′
C

′′ in terms ofu : v : w. The method of§2 shows that
ABC is perspective to the vertex triangle ofA

′
B

′
C

′ andA
′′
B

′′
C

′′
. The perspector

is given by

M3(U,X) = a/(a2
vwyz + xu(bw + cv)(bz + cy))

: b/(b2
wuzx + yv(cu + aw)(cx + az))

: c/(c2
uvxy + zw(av + bu)(ay + bx)). (4)

A formula for inversion is found as in§3: if M3(U,X) = P = p : q : r, thenX is
the pointg(a, b, c) : g(b, c, a) : g(c, a, b), where

g(a, b, c) =
a

a
3
qrv

2
w

2 + a
2
G2 − aG1 − G0

,

where

G0 = u
2
p

(

b
2
w

2 − c
2
v
2
)

(br − cq) ,

G1 = uvwp (br + cq) (bw + cv) ,

G2 = uvwrq (bw + cv) .

Geometrically,A′ is the{A,
̂

A}-harmonic conjugate of˜A, where ̂

A
̂

B
̂

C and ˜

A
˜

B
˜

C

are the cocevian and circumcevian triangles ofX, respectively. (The vertices of the
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cocevian triangle ofX are ̂

A = 0 : z : −y,
̂

B = z : 0 : x,
̂

C = y : −x : 0. The
point ̂

A is the{B,C}-harmonic conjugate of theA-vertex of the cevian triangle of
U. The trianglê

A
̂

B
̂

C is degenerate, as its vertices are collinear.)

5. The fourth mapping M4

For givenX = x : y : z, define a triangleA′
B

′
C

′ by




A
′

B
′

C
′



 =





x1 y1 z1

x2 y2 z2

x3 y3 z3



 =





−ayz (cy − bz)y (bz − cy)z
(cx − az)x −bzx (az − cx)z
(bx − ay)x (ay − bx)y −cxy



 .

Again,ABC is perspective to the vertex triangle ofA
′
B

′
C

′ and the triangleA′′
B

′′
C

′′

similarly defined fromU. The perspector is given by

M4(U,X) = a/(a2
vwyz + xu(bw − cv)(bz − cy))

: b/(b2
wuzx + yv(cu − aw)(cx − az))

: c/(c2
uvxy + zw(av − bu)(ay − bx)). (5)

A formula for inversion is found as for§3: if M4(U,X) = P = p : q : r, thenX

is the pointg(a, b, c) : g(b, c, a) : g(c, a, b), where

g(a, b, c) =
a

(avw − buw − cuv) (a2
qrvw + up (cq − br) (bw − cv))

.

Geometrically,A′ is the{A,
̂

A}-harmonic conjugate of˜A, where ̂

A
̂

B
̂

C and ˜

A
˜

B
˜

C

are the cevian and circum-anticevian triangles ofX, respectively.

6. Summary and extensions

To summarize§§2–5, vertex triangles associated with circumcevian and circum-
anticevian triangles are perspective to the reference triangle ABC, and all four
perspectors, given by (2-5), are representable by the following form for first trilin-
ear coordinate:

a

a2

ux
±

(

b
v
± c

w

)

(

b
y
± c

z

) ; (6)

here, the three± signs are limited to− + +, − − −, + + +, and+ − −, which
correspond in order to the four mappingsMi(U,X).

Regarding each perspectorP = Mi(U,X), formulas for the inverse mapping of
X, for givenU, have been given, and in the case of the first mapping, the transfor-
mation is involutory. The representation (6) shows thatMi(U,X) = Mi(X,U)
for eachi, which is to say thatMi(U,X) can be viewed as a commutative binary
operation. There are many interesting examples regarding the four mappings; some
of them are given in§9.

For all four configurations, defineMi(U,U) by puttingx : y : z = u : v :
w in (2)–(5), and note that (6) gives the perspector in these cases. In Figure 3,
takingX = U corresponds to movingE′

, F
′
, G

′ to E,F,G so that in the limit the
linesB

′
C

′
, C

′
A

′
, A

′
B

′ are tangent toΓ. It would be of interest to know the set of
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triangle centersX for which there exists a triangle centerU such thatMi(U,U) =
X.

The symbolic substitution

(a, b, c) → (bc, ca, ab) (7)

transforms the transfigured plane onto itself, as (7) maps each pointX = x : y :
z = x(a, b, c) : y(a, b, c) : z(a, b, c) to the point

X
′ = x

′ : y
′ : z

′ = x(bc, ca, ab) : y(bc, ca, ab) : z(ca, ab, bc).

The circumcircle, as the locus ofX satisfyingayz + bzx + cxy = 0, maps to the
Steiner circumellipse [10], which is the locus ofx

′ : y
′ : z

′ satisfying

bcy
′
z
′ + caz

′
x
′ + abx

′
y
′ = 0.

Circumcevian triangles map to perspective triangles as in Theorem 1, and perspec-
tors are given by applying (7) to (2). The substitution (7) likewise applies to the
developments in§§3–5. Analogous (geometric) results spring from other (non-
geometric) symbolic substitutions, such as(a, b, c) → (b + c, c + a, a + b) and
(a, b, c) → (a2

, b
2
, c

2).

7. Homothetic triangles

We return now to the vertex-triangles introduced in§§2–5 and establish that if
U andX are a pair of isogonal conjugates, then their vertex triangle is homothetic
to ABC.

Theorem 3. SupposeX is a point not on a sideline of triangleABC. Then the
vertex triangle of the circumcevian triangles ofX andX

−1 is homothetic toABC,

and likewise for the pairs of vertex triangles in§§3–5.

Proof. In accord with the definition of isogonal conjugate, trilinears forU = X
−1

are given byu = yz, v = zx, w = xy, so that

u : v : w = x
−1 : y

−1 : z
−1

.

In the notation of§2, the vertex triangle (1) is given by itsA-vertexx7 : y7 : z7,

where

x7 = abc(x2 + y
2)(x2 + z

2) + (a2(bz + cy) + bc(by + cz))x3

+ a(a2 + b
2 + c

2)x2
yz + (bcyz(bz + cy) + a

2
yz(by + cz))x,

y7 = − bxz(ab(x2 + y
2) + (a2 + b

2 − c
2)xy),

z7 = − cxy(ac(x2 + z
2) + (a2 − b

2 + c
2)xz).

Writing out the coordinatesx8 : y8 : z8 andx9 : y9 : z9, we then evaluate the
determinant for parallelism of sidelineBC and theA-side of the vertex triangle:

∣

∣

∣

∣

∣

∣

a b c

1 0 0
y8z9 − z8y9 z8x9 − x8z9 x8y9 − y8x9

∣

∣

∣

∣

∣

∣

= 0.
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Likewise, the other two pairs of sides are parallel, so that the vertex triangle of the
two circumcevian triangles is now proved homothetic toABC.

The same procedure shows that the vertex triangles in§§3–5, whenU = X
−1

,

are all homothetic toABC (hence homothetic to one another, as well as the medial
triangle, the anticomplementary triangle, and the Euler triangle). �

O

A

B C

A
′

B
′

C
′

X

A
′′

B
′′

C
′′

A
′′′

B
′′′

C
′′′

P

Y

Xa Ya

Xb

Yb

Xc

Yc

A
′′′′

B
′′′′

C
′′′′

Figure 5.

Substituting into (6) gives a compact expression for the four classes of homo-
thetic centers (i.e., perspectors), given by the following first trilinear:

ayz

(a2 ± (b2 + c
2))yz ± bc(y2 + z

2)
,

from which it is clear that the homothetic centers forX andX
−1 are identical.

8. More Homotheties

Let C(X) denote the circumcevian triangle of a pointX, and letO denote the
circumcenter, as in Figure 6.

Theorem 4. SupposeU is a point not on a sideline of triangleABC. The vertex
triangle ofC(U) andC(O) is homothetic to the pedal triangle ofU

−1
.
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Proof. The vertex triangleA′′′
B

′′′
C

′′′ of C(U) andC(O) is given by (1), using
U = u : v : w and

x = a(b2 + c
2 − a

2), y = b(c2 + a
2 − b

2), z = c(a2 + b
2 − c

2).

Trilinears for A
′′′ as initially computed include many factors. Canceling those

common to all three trilinears leaves

x7 = 4abc(avw + bwu + cuv) + u
2(a + b + c)(−a + b + c)(a − b + c)(a + b − c),

y7 = uv(a2 − b
2 + c

2)(b2 − a
2 + c

2) − 2cw(a2 + b
2 − c

2)(av + bu),

z7 = uw(a2 − c
2 + b

2)(c2 − a
2 + b

2) − 2bv(a2 + c
2 − b

2)(aw + cu),

andx8, y8, z8 andx9, y9, z9 are obtained fromx7, y7, z7 by cyclic permutations of
a, b, c andu, v,w.

SinceU
−1 = vw : wu : uv, the vertices of the pedal triangle ofU

−1 are given
([5, p.186]) by





f1 g1 h1

f2 g2 h2

f3 g3 h3



 =





0 w(u + vc1) v(u + wb1)
w(v + uc1) 0 u(v + wa1)
v(w + ub1) u(w + va1) 0



 ,

where

(a1, b1, c1) = (a(b2 + c
2 − a

2), b(c2 + a
2 − b

2), c(a2 + b
2 − c

2)).

SideB
′′′

C
′′′ of the vertex triangle is parallel to the corresponding sideline of the

pedal triangle if the determinant
∣

∣

∣

∣

∣

∣

a b c

g2h3 − h2g3 h2f3 − f2h3 f2g3 − g2f3

y8z9 − z8y9 z8x9 − x8z9 x8y9 − y8x9

∣

∣

∣

∣

∣

∣

(8)

equals0. It is helpful to factor the polynomials in row 3 and cancel common factors.
That and puttingf1 = g2 = h3 = 0 lead to the following determinant which is a
factor of (8):

∣

∣

∣

∣

∣

∣

a b c

−h2g3 h2f3 f2g3

2a(bw + cv) w(a2 + b
2 − c

2) v(a2 − b
2 + c

2)

∣

∣

∣

∣

∣

∣

.

This determinant indeed equals0. The parallelism of the other matching pairs of
sides now follows cyclically. �

9. Properties of the four mappings

This section consists of properties of the mappingsM1, M2, M3, M4 intro-
duced in§§2–5. Proofs are readily given by use of well known formulas. In several
cases, a computer is needed because of very lengthy trilinears. Throughout, it is
assumed that neitherU norX lies on a sideline ofABC.
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O

A

B C

A
′

B
′

C
′

X

A
′′

B
′′

C
′′

A
′′′

B
′′′

C
′′′

U

P

Figure 6.

1a. If U ∈ Γ, thenM1(U,X) = U.

1b. If X /∈ Γ, then

M1(X,X) =
a

ayz − bzx − cxy

:
b

bzx − cxy − ayz

:
c

cxy − ayz − bzx

.

If U = M1(X,X), then

X =
avw

bw + cv

:
bwu

cu + aw

:
cuv

av + bu

.

1c. If X is the 1st Saragossa point ofU, then M1(U,X) = X. (The 1st
Saragossa point is the point

a

bzx + cxy

:
b

cxy + ayz

:
c

ayz + bzx

,

discussed at [9] just beforeX1166.

1d. SupposeU is on the line at infinity, and letU∗ be the isogonal conjugate
of the antipode of the isogonal conjugate ofU. Let L be the lineX3U

∗
. Then

M1(U,U
∗) = X3, and ifX ∈ L, thenM1(U,X) is the inverse-in-Γ of X.

1e. M1 maps the Darboux cubic to itself. (See [2] for a discussion ofcubics
associated withM1.

2a.M2(X6,X) = X.

2b. M2(X,X) = X-Ceva conjugate ofX6.

2c. Let L be the lineUX6 and letL′ be the lineUU
c
, whereU

c = M2(U,U).
If X ∈ L, thenM2(U,X) ∈ L

′
.
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3a.M3(X6,X) = X.

3b. If X ∈ Γ and X is not on a sideline ofABC, thenM3(X,X) is the
cevapointX andX6. (The cevapoint [9, Glossary] of pointsP = p : q : r and
U = u : v : w is defined by trilinears

(pv + qu)(pw + ru) : (qw + rv)(qu + pv) : (ru + pw)(rv + qw).)

3c. If U ∈ Γ, then

M3(U,X) =
u

ayz − bzx − cxy

:
v

bzx − cxy − ayz

:
w

cxy − ayz − bzx

,

which is the trilinear productU · ̂

X, where ̂

X is theX2-isoconjugate of theX-Ceva
conjugate ofX6.

4a.M4(X6,X) = X.

4b. SupposeP is on the line at infinity (so thatP−1 is on Γ). Let X be the
cevapoint ofX6 andP. ThenM4(X251,X) = P

−1
.

4c. Let X∗ = X· ̂

X, where ̂

X is as in 3c. ThenM4(X,X
∗) = X6.
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On Integer Relations Between the Area and Perimeter of
Heron Triangles

Allan J. MacLeod

Abstract. We discuss the relationshipP 2
= nA for a triangle with integer

sides, with perimeterP and areaA, wheren is an integer. We show that the
problem reduces to finding rational points of infinite order in a family of elliptic
curves. The geometry of the curves plays a crucial role in finding realtriangles.

1. Introduction

In a recent paper, Markov [2] discusses the problem of solvingA = mP , where
A is the area andP is the perimeter of an integer-sided triangle, andm is an integer.
This relation forcesA to be integral and so the triangle is always a Heron triangle.

In many ways, this is not a proper question to ask, since this relation is not scale-
invariant. Doubling the sides to a similar triangle changes the area/perimeter ratio
by a factor of2. Basically, we have unbalanced dimensions - area is measured in
square-units, perimeter in units butm is a dimensionless quantity.

It would seem much better to look for relations betweenA andP
2, which is the

purpose of this paper. Another argument in favour of this is that the recent paper
of Baloglou and Helfgott [1], on perimeters and areas, has the main equations (1)
to (8) all balanced in terms of units.

We assume the triangle has sides(a, b, c) with P = a + b + c ands = P
2

. Then
the area is given by

A =
√

s(s − a)(s − b)(s − c) =
1

4

√

P (P − 2a)(P − 2b)(P − 2c)

so that it is easy to see thatA < P
2
/4. Thus, to look for an integer link, we should

studyP
2 = nA with n > 4.

It is easy to show that this bound onn can be increased quite significantly. We
have

P
4

A
2

= 16
(a + b + c)3

(a + b − c)(a + c − b)(b + c − a)
(1)

and we can, without loss of generality, assumea = 1. Then the ratio in equation
(1) is minimised whenb = 1, c = 1. This is obvious from symmetry, but can be
easily proven by finding derivatives. ThusP 4

A2 ≥ 432 and soP 2 ≥ 12
√

3A for all
triangles, so we need only considern ≥ 21.

Publication Date: March 9, 2009. Communicating Editor: Paul Yiu.
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As an early example of a solution, the(3, 4, 5) triangle hasP 2 = 144 andA = 6
son = 24.

To proceed, we consider the equation

16
(a + b + c)3

(a + b − c)(a + c − b)(b + c − a)
= n

2
. (2)

2. Elliptic Curve Formulation

Firstly, it is clear that we can leta, b, c be rational numbers, since a rational-sided
solution is easily scaled up to an integer one.

From equation (2), we have

(n2 + 16)a3 + (48 − n
2)(b + c)a2 − (b2(n2 − 48) − 2bc(n2 + 48) + c

2(n2 − 48))a

+ (b + c)(b2(n2 + 16) + 2bc(16 − n
2) + c

2(n2 + 16)) = 0.

This cubic is very difficult to deal with directly, but a considerable simplification
occurs if we usec = P − a − b, giving

4n
2(P −2b)a2−4n

2(2b
2−3bP +P

2)a+P (4b
2
n

2−4bn
2
P +P

2(n2 +16)) = 0.
(3)

For this quadratic to have rational roots, we must have the discriminant beinga
rational square. This means that there must be rational solutions of

d
2 = 4n

2
b
4 − 4n

2
Pb

3 + n
2
P

2
b
2 + 32P

3
b − 16P

4

and, if we definey = 2nd
P 2 andx = 2nb

P
, we have

y
2 = x

4 − 2nx
3 + n

2
x

2 + 64nx − 64n
2
. (4)

A quartic in this form is birationally equivalent to an elliptic curve, see Mordell
[3]. Using standard transformations and some algebraic manipulation, we find the
equivalent curves are

En : v
2 = u

3 + n
2
u

2 + 128n
2
u + 4096n

2 = u
3 + n

2(u + 64)2 (5)

with the backward transformation
b

P

=
n(u − 64) + v

4nu

. (6)

Thus, from a suitable point(u, v) onEn, we can findb andP from this relation.
To finda andc, we use the quadratic fora, but written as

a
2 − (P − b)a +

P (16P
2 + n

2(P − 2b)2)

4n
2(P − 2b)

= 0. (7)

The sum of the roots of this quadratic isP − b = a+ c, so the two roots givea and
c.

But, we should be very careful to note that the analysis based on equation(2) is
just about relations between numbers, which could be negative. Even if they are
all positive, they may not form a real-life triangle - they do not satisfy the triangle
inequalities. Thus we need extra conditions to give solutions, namely0 < a, b, c <

P
2

.
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3. Properties of En

The curvesEn are clearly symmetric about the u-axis. If the right-hand-side
cubic has1 real rootR, then the curve has a single infinite component foru ≥ R.
If, however, there are3 real rootsR1 < R2 < R3, thenEn consists of an infinite
component foru ≥ R3 and a closed component forR1 ≤ u ≤ R2, usually called
the “egg”.

Investigating with the standard formulae for cubic roots, we find3 real roots if
n

2
> 432 and1 real root ifn2

< 432. Since we assumen ≥ 21, there must be
3 real roots and so2 components. Descartes’ rule of signs shows that all roots are
negative.

It is clear thatu = −64 does not give a point on the curve, butu = −172
givesv

2 = 16(729n
2 − 318028) which is positive ifN ≥ 21. Thus we have

R1 < −172 < R2 < −64 < R3 < 0.
The theory of rational points on elliptic curves is an enormously developed one.

The rational points form a finitely-generated Abelian group with the addition op-
eration being the standard secant/tangent method. This group of points is iso-
morphic to the groupT ⊕ Z

r, whereT is one ofZm, m = 1, 2, . . . , 10, 12 or
Z2 ⊕ Zm, m = 1, 2, 3, 4, andr is the rank of the curve.T is known as the torsion-
subgroup and consists of those points of finite order on the curve, including the
point-at-infinity which is the identity of the group. Note that the form ofEn en-
sures that torsion points have integer coordinates by the Nagell-Lutz theorem, see
Silverman and Tate [5].

We easily see the two points(0,±64n) and since they are points of inflexion of
the curve, they have order3. ThusT is one ofZ3, Z6, Z9, Z12, Z2 ⊕ Z3. Some
of these possibilities would require a point of order2 which correspond to integer
zeroes of the cubic. Numerical investigations show that onlyn = 27, for n ≤ 499,
has an integer zero (atu = −576). Further investigations showZ3 as being the
only torsion subgroup to appear, forn ≤ 499, apart fromZ6 for n = −27. Thus
we conjecture that, apart fromn = 27, the group of rational points is isomorphic
to Z3 ⊕ Z

r. The points of order3 give b
P

undefined so we would needr ≥ 1 to
possibly have triangle solutions.

For n = 27, we find the pointH = (−144, 1296) of order6, which gives the
isosceles triangle(5, 5, 8) with P = 18 andA = 12. In fact, all multiples ofH
lead to this solution orb

P
undefined.

4. Rank Calculations

There is, currently, no known guaranteed method to determine the rankr. We
can estimater very well, computationally, if we assume the Birch and Swinnerton-
Dyer conjecture [6]. We performed the calculations using some home-grown soft-
ware, with the Pari-gp package for the multiple-precision calculations. The results
for 21 ≤ n ≤ 99 are shown in Table 1.
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TABLE 1
Ranks ofEn, n = 21, . . . , 99

n 0 1 2 3 4 5 6 7 8 9

20+ − 1 0 0 1 0 1 0 1 0
30+ 1 2 0 1 0 1 1 1 0 1
40+ 0 0 2 2 0 1 0 2 0 0
50+ 1 1 1 0 0 1 1 0 2 0
60+ 1 1 1 2 1 0 1 1 0 0
70+ 0 1 0 0 2 1 1 1 0 2
80+ 0 1 0 1 0 1 1 0 2 0
90+ 1 2 0 1 1 1 1 0 1 1

We can see that the curve from the(3, 4, 5) triangle withn = 24 has rank1, but
the(5, 5, 8) triangle has a curve with rank0, showing that this is the only triangle
giving n = 27.

For those curves with rank1, a by-product of the Birch and Swinnerton-Dyer
computations is an estimate for the height of the generator of the rational pointsof
infinite order. The height essentially gives an idea of the sizes of the numerators
and denominators of theu coordinates. The largest height encountered was10.25
for n = 83 (the height normalisation used is the one used by Silverman [4]).

All the heights computed are small enough that we could compute the generators
fairly easily, again using some simple software. From the generators, we derive the
list of triangles in Table2.

5. Geometry of 0 <
b
P

<
1

2

The sharp-eyed reader will have noticed that several values ofn, which have
positive rank in Table1, do not give a triangle in Table2, despite generators being
found To explain this, we need to consider the geometric implications on(u, v)
from the bounds0 <

b
P

<
1

2
, or

0 <

n(u − 64) + v

4nu

<

1

2
(8)

Consider firstu > 0. Then b
P

> 0 whenv > 64n−nu. The linev = 64n−nu,
only meetsEn atu = 0, and the negative gradient shows thatb

P
> 0 when we take

points on the upper part of the curve. To haveb
P

<
1

2
, we needv < nu+64n. The

line v = nu + 64n has an intersection of multiplicity3 at u = 0, so never meets
En again. Thusv < nu + 64n only on the lower part ofEn for u > 0. Thus, we
cannot have0 <

b
P

<
1

2
for any points withu > 0.

Now consideru < 0. Then, for b
P

> 0 we needv < 64n − nu. The negative
gradient and single intersection show that this holds for all points onEn with u <

0. For b
P

<
1

2
, we needv > nu+64n. This line goes through(0, 64n) on the curve

and crosses the u-axis whenu = −64, which we saw earlier lies strictly between
the egg and the infinite component. Since(0, 64n) is the only intersection we must
have the line above the infinite component ofEn whenu < 0 but below the egg.
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TABLE 2
Triangles for21 ≤ n ≤ 99

n a b c n a b c

21 15 14 13 24 5 4 3
28 35 34 15 30 13 12 5
31 85 62 39 33 30 25 11
35 97 78 35 36 17 10 9
39 37 26 15 42 20 15 7
43 56498 31695 29197 45 41 40 9
47 4747 3563 1560 50 1018 707 375
51 149 85 72 52 5790 4675 1547
55 157 143 30 56 41 28 15
58 85 60 29 60 29 25 6
62 598052 343383 275935 63 371 250 135
66 65 34 33 74 740 723 91
75 74 51 25 76 47575 43074 7163
77 1435 2283 902 79 1027 1158 185
81 26 25 3 85 250 221 39
88 979 740 261 91 1625 909 742
93 2325 2290 221 95 24093 29582 6175
98 2307410 2444091 255319 99 97 90 11

Thus,0 <
b
P

<
1

2
only on the egg whereu < −64. The results in Table2 come

from generators satisfying this condition.
It might be thought that forming integer multiples of generators and possibly

adding the torsion points could resolve this. This is not the case, due to the closed
nature of the egg. If a line meets the egg and is not a tangent to the egg, then it
enters the egg and must exit the egg. Thus any line has a double intersectionwith
the egg.

So, if we add a point on the infinite component to either torsion point, also on the
infinite component, we must have the third intersection on the infinite component.
Similarly doubling a point on the infinite component must lead to a point on the
infinite component. So, if no generator lies on the egg, there will never be a point
on the egg, and so no real-life triangle will exist.

We can generate other triangles for a value ofn by taking multiples of the gen-
erator. Using the same arguments as before, it is clear that a generatorG on the
egg has2G on the infinite component but3G must lie on the egg. So, forn = 24,
the curveE24 : v

2 = u
3 + 576u

2 + 73728u + 2359296 hasG = (−384, 1536),
hence2G = (768,−29184) and3G =

(

−2240

9
,

55808

27

)

, which leads to the triangle
(287, 468, 505) whereP = 1260 andA = 66150.
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The Feuerbach Point and Reflections of the Euler Line

Jan Vonk

Abstract. We investigate some results related to the Feuerbach point, and use a
theorem of Hatzipolakis to give synthetic proofs of the facts that the reflections of
OI in the sidelines of the intouch and medial triangle all concur at the Feuerbach
point. Finally we give some results on certain reflections of the Feuerbachpoint.

1. Poncelet point

We begin with a review of the Poncelet point of a quadruple of pointsW , X, Y ,
Z. This is the point of concurrency of
(i) the nine-point circles of trianglesWXY , WXZ, XY Z, WY Z,
(ii) the four pedal circles ofW , X, Y , Z with respect toXY Z, WY Z, WXZ,
WXY respectively.

X

Y Z

W

Nine-point circles

X

Y Z

W

Pedal circles

Figure 1.

Basic properties of the Poncelet point can be found in [4]. LetI be the incenter
of triangleABC. The Poncelet point ofI, A, B, C is the famous Feuerbach point
Fe, as we show in Theorem 1 below. In fact, we can find a lot more circles passing
throughFe, using the properties mentioned in [4].

Theorem 1. The nine-point circles of trianglesAIB, AIC, BIC are concurrent
at the Feuerbach pointFe of triangleABC.

Publication Date: March 30, 2009. Communicating Editor: A. P. Hatzipolakis.
The author would like to thank Paul Yiu for his help in the preparation of this paper.
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A

B CD

EF

I

Fe

Figure 2.

Proof. The Poncelet point ofA, B, C, I must lie on the pedal circle ofI with re-
spect to triangleABC, and on the nine-point circle of triangleABC (see Figure
1). Since these two circles have only the Feuerbach pointFe in common, it must
be the Poncelet point ofA, B, C, I. �

A second theorem, conjectured by Antreas Hatzipolakis, involves three curious
triangles which turn out to have some very surprising and beautiful properties. We
begin with an important lemma, appearing in [9] as Lemma 2 with a synthetic
proof. The midpoints ofBC, AC, AB are labeledD, E, F .

A

B CD

EF

X

Y

Z I

Fe

Ac Ab

Ba

Bc

Ca

Cb

Figure 3.

We shall adopt the notations of [9]. Given a triangleABC, let D, E, F be the
midpoints of the sidesBC, CA, AB, andX, Y , Z the points of tangency of the
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incircle with these sides. LetAb andAc be the orthogonal projections ofA on the
bisectorsBI andCI respectively. Similarly defineBc, Ba, Ca, Cb (see Figure 3).

Lemma 2. (a)Ab andAc lie onEF .
(b) Ab lies onXY , Ac lies onXZ.

Similar statements are true forBa, Bc andCa, Cb.

We are now ready for the second theorem, stated in [6]. An elementary proof
was given by Khoa Lu Nguyen in [7]. We give a different proof, relying on the
Kariya theorem (see [5]), which states that ifX

′, Y
′, Z

′ are three points onIX,
IY , IZ with IX′

IX
= IY ′

IY
= IZ′

IZ
= k, then the linesAX

′, BY
′, CZ

′ are concurrent.
For k = −2, this point of concurrency is known to beX80, the reflection ofI in
Fe.

A

B CD

EF

X

Y

Z
I

Fe

Ac Ab

Ba

Bc

Ca

Cb

Figure 4.

Theorem 3(Hatzipolakis). The Euler lines of trianglesAAbAc, BBaBc, CCaCb

are concurrent atFe (see Figure 4).

Proof. If X
′ is the antipode ofX in the incircle,Oa the midpoint ofA andI, Ha

the orthocenter of triangleAAbAc, then clearlyHaOa is the Euler line of triangle
AAbAc. Also, ∠AbAAc = π − ∠AcIAb = B+C

2
. BecauseAI is a diameter

of the circumcircle of triangleAAbAc, it follows thatAHa = AI · cos B+C
2

=

AI · sin A
2

= r, wherer is the inradius of triangleABC. Clearly,IX
′ = r, and

it follows from Lemma 1 thatAHa ‖ IX
′. TrianglesAHaOa and IX

′
Oa are

congruent, andX ′ is the reflection ofHa in Oa. HenceX ′ lies on the Euler line of
triangleAAbAc.
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A

B CD

E
F

X

Y

Z

I

Fe

Ac Ab

Oa
Ha

X80

X
′

X
∗

Figure 5.

If X
∗ is the reflection ofI in X

′, we know by the Kariya theorem thatA, X
∗,

andX80 are collinear. Now the homothetyh(I,
1

2
) takesA to Oa, X

∗ to X
′, and

X80 to the Feuerbach pointFe. �

We establish one more theorem on the Feuerbach point. An equivalent formula-
tion was posed as a problem in [10].

Theorem 4. If X
′′, Y

′′, Z
′′ are the reflections ofX, Y , Z in AI, BI, CI, then the

linesDX
′′, EY

′′, FZ
′′ concur at the Feuerbach pointFe (see Figure 6).

A

B CD

EF

X

Y

Z

I

Fe

X
′′

Y
′′

Z
′′

N

Figure 6.
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Proof. We show that the lineDX
′′ contains the Feuerbach pointFe. The same

reasoning will apply toEY
′′ andFZ

′′ as well.
Clearly,X ′′ lies on the incircle. If we callN the nine-point center of triangle

ABC, then the theorem will follow fromIX
′′ ‖ ND sinceFe is the external

center of similitude of the incircle and nine-point circle of triangleABC. Now,
becauseIX ‖ AH, and becauseO andH are isogonal conjugates,IX

′′ ‖ AO.
Furthermore, the homothetyh(G,−2) takesD to A andN to O. This proves that
ND ‖ AO. It follows thatIX

′′ ‖ ND. �

2. The Euler reflection point

The following theorem was stated by Paul Yiu in [11], and proved by barycentric
calculation in [8]. We give a synthetic proof of this result.

Theorem 5. The reflections ofOI in the sidelines of the intouch triangleDEF

are concurrent at the Feuerbach point of triangleABC (see Figure 7).

A

B CD

EF

X

Y

Z I

Fe

Ba

Ca

Oa

N

I1

A
′′

B
′′

C
′′

O

S

Figure 7.

Proof. Let us callI1 the reflection ofI in Y Z. By Theorem 1, the nine-point circle
of triangleAIC, which clearly passes throughY , Oa, Ca, also passes through
Fe. If S is the intersection ofY Z andAI, then clearlyA is the inverse ofS with
respect to the incircle. Because2 · IOa = IA and2 · IS = II1, it follows thatOa

is the inverse ofI1 with respect to the incircle. BecauseCa lies onXZ, its polar
line must pass throughB and be perpendicular toAI. This shows thatBa is the
inverse ofCa with respect to the incircle.

Now invert the nine-point circle of triangleAIC with respect to the incircle of
triangleABC. This circle can never pass throughI since∠AIC >

π
2
, so the
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image is a circle. This shows thatY I1FeBa is a cyclic quadrilateral, so it follows
that∠FeI1Ba = ∠FeY X = ∠FeX

′
X.

If we callA′′
B

′′
C

′′ the circumcevian triangle ofI, then we notice that∠AAbAc =
∠AIAc = ∠A

′′
IC. Now, it is well known thatA′′

C = A
′′
I, so it follows that

∠AAbAc = ∠ICA
′′ = ∠C

′′
B

′′
A

′′. Similar arguments show that triangleAAbAc

and triangleA′′
B

′′
C

′′ are inversely similar.
As we have pointed out before as a consequence of Lemma 2,AHa andIX

′

are parallel. By Theorem 3,FeX
′ is the Euler line of triangleAAbAc. Therefor,

∠FeX
′
X = ∠OaX

′
X = ∠OaHaA. We know that triangleAAbAc is inversely

similar to triangleA′′
B

′′
C

′′. SinceO andI are the circumcenter and orthocenter
of triangleA

′′
B

′′
C

′′, it follows that∠OaHaA = ∠A
′′
IO = ∠OIA.

We conclude that∠FeI1S = ∠FeI1Ba = ∠FeY X = ∠FeX
′
X = ∠AIO =

∠SIO. This shows that the reflection ofOI in EF passes throughFe. Similar
arguments for the reflections ofOI in XY andXZ complete the proof. �

A very similar result is stated in the following theorem. We give a synthetic
proof, similar to the proof of the last theorem in many ways. First, we will need
another lemma.

Lemma 6. The vertices of the polar triangle ofDEF with respect to the incir-
cle are the orthocenters of trianglesBIC, AIC, AIB. Furthermore, they are the
reflections of the excenters in the respective midpoints of the sides.

This triangle is the main subject of [9], in which a synthetic proof can be found.

Theorem 7. The reflections ofOI in the sidelines of the medial triangleDEF are
concurrent at the Feuerbach point of triangleABC (see Figure 8).

A

B C

A
∗

D

EF

X

Y

Z I

Fe

N

O

M

I2

Γa

Γ′

a

Figure 8.
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Proof. Call I2 the reflection ofI in EF , andA
∗ the orthocenter of triangleBIC.

The midpoint ofI andA
∗ is calledM . Using Lemma 6, we know thatEF is the

polar line ofA∗ with respect to the incircle. A similar argument as the one we gave
in the proof of Theorem 5 shows thatI2 is the inverse ofM with respect to the
incircle.

Clearly,Fe, M , X, D all lie on the nine-point circle of triangleBIC. Call this
circle Γa and callΓ′

a the circumcircle of triangleIXX
′′. Clearly, the center of

Γ′

a is on AI. BecauseI is the orthocenter of triangleBA
∗
C, we have that the

reflection ofI in D is the antipode ofA∗ in the circumcircle ofA∗
BC. Call this

pointL′. Consider the homothetyh(I, 2), MD is mapped, and hence is parallel, to
A

∗
L
′. We know thatA∗ is the reflection inD of theA-excenter of triangleABC

(see [9]), soA∗
L
′ is also parallel toAI. It follows thatAI andMD are parallel.

If we call T the intersection ofAI andBC, then it is clear thatT lies onΓ′

a.
BecauseIT andMD are parallel diameters of two circles, there exists a homothety
centered atX which mapsΓ′

a to Γa. BecauseX lies on both circles, we now
conclude thatX is the point of tangency ofΓa andΓ′

a. Inverting these two circles
in the incircle, we see thatXX

′′ is tangent to the circumcircle ofXFeI2.
Finally, ∠MIO = ∠AIO + ∠MIA = ∠FeX

′
X + ∠IMD = ∠FeXD +

∠XFeD = ∠FeXD+∠DXX
′′ = ∠FeXX

′′ = ∠FeI2X, where the last equation
follows from the alternate segment theorem. This proves thatI2Fe is the reflection
of OI in EF . Similar arguments forDF andDE prove the theorem. �

The following theorem gives new evidence for the strong correlation between
the nature of the Feuerbach point and the Euler reflection point.

Theorem 8. The three reflections ofHaOa in the sidelines of triangleAAbAc and
the lineOI are concurrent at the reflectionEa of Fe in AbAc. Similar theorems
hold for trianglesBBaBc, CCaCb (see Figure 9).

Proof. The 3 reflections ofHaOa in the sidelines of triangleAAbAc are concurrent
at the Euler reflection point of triangleAAbAc. We will first show that this point is
the reflection ofFe in AbAc.

The circle with diameterXHa clearly passes throughAb, Ac by definition of
Ab, Ac. It also passes throughFe, sinceHaFe = X

′
Fe ⊥ XFe, so we conclude

thatFe, Ac, X, Ab are concyclic. BecauseAAcXAb is a parallellogram, we see
that the reflection in the midpoint ofAb andAc of the circle throughAb, Ac, X,
Fe is in fact the circumcircle of triangleAAbAc. We deduce that the reflection of
Fe in AbAc lies on the circumcircle of triangleAAbAc. SinceFe 6= Ha lies on the
Euler line of triangleAAbAc andEa lies on the circumcircle of triangleAAbAc,
we have proven that the reflection ofFe in AbAc is the Euler reflection point of
triangleAAbAc.

By theorem 7, it immediately follows thatEa lies onOI. This completes the
proof. �

We know that we can seeEa as an intersection point of the perpendicular to
AbAc throughFe with the circumcircle of triangleAAbAc. This line intersects the
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X
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Z EaI

Fe

Ab

Ac

Ha Oa

N

Figure 9.

circle in another point, which we will callU . Similarly defineV andW on the
circumcircles of trianglesBBaBc andCCaCb.

Theorem 9. The linesAU , BV , CW are concurrent atX80, the reflection ofI in
Fe (see Figure 10).

Proof. The previous theorem tells us thatEa lies onOI. It follows that∠EaIOa =
∠OIA. In the proof of Theorem 5, we prove that∠AIO = ∠AHaOa. SinceFeEa

andAHa are parallel, we deduce thatEa, I, Oa andFe are concyclic. If we call
U

′ the intersection ofEaFe and the line throughA parallel toOaFe, then we have
that∠EaIA = ∠EaFeOa = ∠EaU

′
A. It follows thatA, U

′
, Ea, I are concyclic,

soU ≡ U
′.

Now consider a homothety centered atI with factor2. Clearly,OaFe is mapped
to a parallel line throughA, which is shown to pass throughU . The image of
Fe however isX80, soAU passes throughX80. Similar arguments forBV, CW

complete the proof. �
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Rings of Squares Around Orthologic Triangles

ZvonkoČerin

Abstract. We explore some properties of the geometric configuration when a
ring of six squares with the same orientation are erected on the segmentsBD,
DC, CE, EA, AF andFB connecting the vertices of two orthologic trian-
glesABC andDEF . The special case whenDEF is the pedal triangle of a
variable pointP with respect to the triangleABC was studied earlier by Bot-
tema [1], Deaux [5], Erhmann and Lamoen [4], and Sashalmi and Hoffmann [8].
We extend their results and discover several new properties of this interesting
configuration.

1. Introduction – Bottema’s Theorem

The orthogonal projectionsPa, Pb andPc of a pointP onto the sidelinesBC,
CA andAB of the triangleABC are vertices of its pedal triangle.

A B

C

P Pa

Pb

Pc

Figure 1. Bottema’s Theorem on sums of areas of squares.

In [1], Bottema made the remarkable observation that

|BPa|
2 + |CPb|

2 + |APc|
2 = |PaC|2 + |PbA|2 + |PcB|2.

This equation has an interpretation in terms of area which is illustrated in Figure 1.
Rather than using geometric squares, other similar figures may be used as in [8].

Publication Date: April 13, 2009. Communicating Editor: Paul Yiu.
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Figure 1 also shows two congruent triangles homothetic with the triangleABC

that are studied in [4] and [8].
The primary purpose of this paper is to extend Bottema’s Theorem (see Fig-

ure 2). The longer version of this paper is available at the author’s Web home page
http://math.hr/˜cerin/ . We thank the referee for many useful sugges-
tions that improved greatly our exposition.

A B

C

D

E

F

S1

S2

S3

S4

S5
S6

B′′

D′

D′′

C′

C′′

E′

E′′

A′

A′′

F ′

F ′′

B′

Figure 2. Notation for a ring of six squares around two triangles.

2. Connection with orthology

The origin of our generalization comes from asking if it is possible to replace
the pedal trianglePaPbPc in Bottema’s Theorem with some other triangles. In
other words, ifABC andDEF are triangles in the plane, when will the following
equality hold?

|BD|2 + |CE|2 + |AF |2 = |DC|2 + |EA|2 + |FB|2 (1)

The straightforward analytic attempt to answer this question gives the following
simple characterization of the equality (1).

Throughout, triangles will be non-degenerate.

Theorem 1. The relation (1) holds for trianglesABC and DEF if and only if
they are orthologic.

Recall that trianglesABC andDEF areorthologicprovided the perpendiculars
at vertices ofABC onto sidesEF , FD andDE of DEF are concurrent. The
point of concurrence of these perpendiculars is denoted by[ABC, DEF ]. It is
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A B

C

D
E

F

[ABC, DEF ]

[DEF, ABC]

Figure 3. The trianglesABC andDEF are orthologic.

well-known that this relation is reflexive and symmetric. Hence, the perpendiculars
from vertices ofDEF onto the sidesBC, CA, andAB are concurrent at the point
[DEF, ABC ]. These points are called thefirst andsecond orthology centersof
the (orthologic) trianglesABC andDEF .

It is obvious that a triangle and the pedal triangle of any point are orthologic so
that Theorem 1 extends Bottema’s Theorem and the results in [8] (Theorem 3 and
the first part of Theorem 5).

Proof. The proofs in this paper will all be analytic.
In the rectangular co-ordinate system in the plane, we shall assume throughout

that A(0, 0), B(1, 0), C(u, v), D(d, δ), E(e, ε) andF (f, ϕ) for real numbers
u, v, d, δ, e, ε, f and ϕ. The lines will be treated as ordered triples of co-
efficients(a, b, c) of their (linear) equationsa x + b y + c = 0. Hence, the per-
pendiculars from the vertices ofDEF onto the corresponding sidelines ofABC

are(u − 1, v, d(1 − u) − v δ), (u, v, −(u e + v ε)) and(1, 0, −f). They will be
concurrent provided the determinantv ∆ = v((u − 1) d − ue + f + v (δ − ε)) of
the matrix from them as rows is equal to zero. In other words,∆ = 0 is a necessary
and sufficient condition forABC andDEF to be orthologic.

On the other hand, the difference of the right and the left side of (1) is2 ∆
which clearly implies that (1) holds if and only ifABC andDEF are orthologic
triangles. �

3. The trianglesS1S3S5 and S2S4S6

We continue our study of the ring of six squares with the Theorem 2 about two
triangles associated with the configuration. Like Theorem 1, this theorem detects
when two triangles are orthologic. Recall thatS1, . . . , S6 are the centers of the
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squares in Figure 2. Note that a similar result holds when the squares are folded
inwards, and the proof is omitted.

A B

C

D

E

F

S1

S2

S3

S4

S5
S6

Figure 4. |S1S3S5| = |S2S4S6| iff ABC andDEF are orthologic.

Theorem 2. The trianglesS1S3S5 andS2S4S6 have equal area if and only if the
trianglesABC andDEF are orthologic.

Proof. The verticesV andU of the squareDEV U have co-ordinates(e + ε −
δ, ε + d − e) and(d + ε − δ, δ + d − e). From this we infer easily co-ordinates
of all points in Figure 2. With the notationu+ = u + v, u− = u − v, d+ = d + δ,
d− = d − δ, e+ = e + ε, e− = e − ε, f+ = f + ϕ andf− = f − ϕ they are the
following.

A
′(−ε, e), A

′′(ϕ, −f), B
′(1 − ϕ, f − 1), B

′′(1 + δ, 1 − d),

C
′(u+ − δ, u− + d), C

′′(u− + ε, u+ − e), D
′(d+, 1 − d−),

D
′′(d− + v, d+ − u), E

′(e+ − v, u − e−), E
′′(e−, e+),

F
′(f+, −f−), F

′′(f−, f+−1), S1

(

1+d+

2
,

1−d−
2

)

, S2

(

d−+u+

2
,

d+−u−

2

)

,

S3

(

u−+e+

2
,

u+−e−
2

)

, S4

( e−
2

,
e+

2

)

, S5

(

f+

2
, −f−

2

)

, S6

(

f−+1

2
,

f+−1

2

)

.

Let P
x andP

y be thex– andy– co-ordinates of the pointP . Since the area
|DEF | is a half of the determinant of the matrix with the rows(Dx

, D
y
, 1),

(Ex
, E

y
, 1) and(F x

, F
y
, 1), the difference|S2S4S6| − |S1S3S5| is ∆

4
. We con-

clude that the trianglesS1S3S5 and S2S4S6 have equal area if and only if the
trianglesABC andDEF are orthologic. �
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4. The first family of pairs of triangles

The trianglesS1S3S5 and S2S4S6 are just one pair from a whole family of
triangle pairs which all have the same property with a single notable exception.

For any real numbert different from−1 and0, let St
1, . . . ,St

6 denote points that
divide the segmentsAS1, AS2, BS3, BS4, CS5 andCS6 in the ratiot : 1. Let
ρ(P, θ) denote the rotation about the pointP through an angleθ. Let Gσ andGτ

be the centroids ofABC andDEF .

A B

C

D

E

F

S2
1

S2
2

S2
3

S2
4

S2
5

S2
6

S1

S2

S3

S4

S5

S6

Gσ

Figure 5. The trianglesS2
1S

2
3S

2
5 andS

2
2S

2
4S

2
6 are congruent.

The following result is curios (See Figure 5) because the particular valuet = 2
gives a pair of congruent triangles regardless of the position of the trianglesABC

andDEF .

Theorem 3. The triangleS
2
2S

2
4S

2
6 is the image of the triangleS2

1S
2
3S

2
5 under the

rotation ρ

(

Gσ,
π
2

)

. The radical axis of their circumcircles goes through the cen-
troid Gσ.

Proof. Since the point that divides the segmentDE in the ratio 2 : 1 has co-
ordinates

(

d+2 e
3

,
δ+2 ε

3

)

, it follows that

S
2
1

(

1+d+

3
,

1−d−
3

)

and S
2
2

(

d−+u+

3
,

d+−u−

3

)

.

SinceGσ

(

1+u
3

,
v
3

)

, it is easy to check thatS2
2 is the vertex of a (negatively ori-

ented) square onGσS
2
1 . The arguments for the pairs

(

S
2
3 , S

2
4 ,

)

and
(

S
2
5 , S

2
6 ,

)

are
analogous.
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Finally, the proof of the claim about the radical axis starts with the observation
that since the trianglesS1S3S5 andS2S4S6 are congruent it suffices to show that
|GσOodd|

2 = |GσOeven|
2, whereOodd andOeven are their circumcenters. This

routine task was accomplished with the assistance of a computer algebra system.
�

A B

C

D
E

F

S1

S2

S3

S4

S5

S6

St
1

St
2

St
3

St
4

St
5

St
6

Figure 6. |St

1S
t

3S
t

5| = |S
t

2S
t

4S
t

6| iff ABC andDEF are orthologic.

The following result resembles Theorem 2 (see Figure 6) and shows thateach
pair of triangles from the first family could be used to detect if the trianglesABC

andDEF are orthologic.

Theorem 4. For any real numbert different from−1, 0 and2, the trianglesSt
1S

t
3S

t
5

andS
t
2S

t
4S

t
6 have equal area if and only if the trianglesABC andDEF are or-

thologic.

Proof. Since the point that divides the segmentDE in the ratiot : 1 has co-ordinates
(

d+te
t+1

,
δ+tε
t+1

)

, it follows that the pointsSt
i have the co-ordinates

S
t
1

(

t(1+d+)

2(t+1)
,

t(1−d−)

2(t+1)

)

, S
t
2

(

t(d−+u+)

2(t+1)
,

t(d+−u−)

2(t+1)

)

, S
t
3

(

2+t(u−+e+)

2(t+1)
,

t(u+−e−)

2(t+1)

)

,

S
t
4

(

2+t e−
2(t+1)

,
t e+

2(t+1)

)

, S
t
5

(

2 u+t f+

2(t+1)
,

2 v−t f−
2(t+1)

)

, S
t
6

(

2 u+t(1+f−)

2(t+1)
,

2 v−t(1−f+)

2(t+1)

)

.

As in the proof of Theorem 2, we find that the difference of areas of thetriangles
S

t
2S

t
4S

t
6 andS

t
1S

t
3S

t
5 is t(2−t)∆

4(t+1)
2 . Hence, fort 6= −1, 0, 2, the trianglesSt

1S
t
3S

t
5 and

S
t
2S

t
4S

t
6 have equal area if and only if the trianglesABC andDEF are orthologic.

�
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5. The second family of pairs of triangles

A B

C

D

E

F

S1

S2

S3

S4

S5

S6

Ts
1

Ts
2

Ts
3

Ts
4

Ts
5

Ts
6

AgBg

Cg

Figure 7. |T s

1 T
s

3 T
s

5 | = |T
s

2 T
s

4 T
s

6 | iff ABC andDEF are orthologic.

The first family of pairs of triangles was constructed on lines joining the centers
of the squares with the verticesA, B andC. In order to get the second analogous
family we shall use instead lines joining midpoints of sides with the centers of the
squares (see Figure 7). A slight advantage of the second family is that it has no
exceptional cases.

Let Ag, Bg andCg denote the midpoints of the segmentsBC, CA andAB. For
any real numbers different from−1, let T s

1 , . . . ,T s
6 denote points that divide the

segmentsAgS1, AgS2, BgS3, BgS4, CgS5 andCgS6 in the ratios : 1. Notice that
T

s
1 T

s
2 Ag, T

s
3 T

s
4 Bg andT

s
5 T

s
6 Cg are isosceles triangles with the right angles at the

verticesAg, Bg andCg.

Theorem 5. For any real numbers different from−1 and0, the trianglesT s
1 T

s
3 T

s
5

and T
s
2 T

s
4 T

s
6 have equal area if and only if the trianglesABC and DEF are

orthologic.

Proof. As in the proof of Theorem 4, we find that the difference of areas of thetri-
anglesT s

1 T
s
3 T

s
5 andT

s
2 T

s
4 T

s
6 is s ∆

4(s+1)
. Hence, fors 6= −1, 0, the trianglesT t

1T
t
3T

t
5

andT
t
2T

t
4T

t
6 have equal area if and only if the trianglesABC andDEF are ortho-

logic. �
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6. The third family of pairs of triangles

When we look for reasons why the previous two families served our purpose of
detecting orthology it is clear that the vertices of a triangle homothetic withABC

should be used. This leads us to consider a family of pairs of triangles that depend
on two real parameters and a point (the center of homothety).

For any real numberss andt different from−1 and any pointP the pointsX,
Y andZ divide the segmentsPA, PB andPC in the ratios : 1 while the points
U

(s,t)
i for i = 1, . . . , 6 divide the segmentsXS1, XS2, Y S3, Y S4, ZS5 andZS6

in the ratiot : 1.

A B

C

D

E

F

S1

S2

S3

S4

S5
S6

U
(s,t)
1

U
(s,t)
2

U
(s,t)
3

U
(s,t)
4

U
(s,t)
5

U
(s,t)
6

XY

Z

P

Figure 8. |U (s,t)

1 U
(s,t)

3 U
(s,t)

5 | = |U
(s,t)

2 U
(s,t)

4 U
(s,t)

6 | iff ABC andDEF are orthologic.

The above results (Theorems 4 and 5) are special cases of the followingtheorem
(see Figure 8).

Theorem 6. For any pointP and any real numberss 6= −1 andt 6= −1,
2 s
s+1

, the

trianglesU
(s,t)
1

U
(s,t)
3

U
(s,t)
5

and U
(s,t)
2

U
(s,t)
4

U
(s,t)
6

have equal areas if and only if
the trianglesABC andDEF are orthologic.

The proof is routine. See that of Theorem 4.

7. The trianglesA0B0C0 and D0E0F0

In this section we shall see that the midpoints of the sides of the hexagon
S1S2S3S4S5S6 also have some interesting properties.
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Let A0, B0, C0, D0, E0 andF0 be the midpoints of the segmentsS1S2, S3S4,
S5S6, S4S5, S6S1 andS2S3. Notice that the trianglesA0B0C0 andD0E0F0 have
as centroid the midpoint of the segmentGσGτ .

Recall that trianglesABC andXY Z are homologicprovided the linesAX,
BY , andCZ are concurrent. In stead of homologic many authors useperspective.

Theorem 7. (a)The trianglesABC andA0B0C0 are orthologic if and only if the
trianglesABC andDEF are orthologic.

(b) The trianglesDEF andD0E0F0 are orthologic if and only if the triangles
ABC andDEF are orthologic.

(c) If the trianglesABC andDEF are orthologic, then the trianglesA0B0C0

andD0E0F0 are homologic.

Proof. Let D1(d1, δ1), E1(e1, ε1) andF1(f1, ϕ1). Recall from [2] that the trian-
glesDEF andD1E1F1 are orthologic if and only if∆0 = 0, where

∆0 = ∆0(DEF, D1E1F1) =

∣

∣

∣

∣

∣

∣

d d1 1
e e1 1
f f1 1

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

δ δ1 1
ε ε1 1
ϕ ϕ1 1

∣

∣

∣

∣

∣

∣

.

Then (a) and (b) follow from the relations

∆0(ABC, A0B0C0) = −
∆

2
and ∆0(DEF, D0E0F0) =

∆

2
.

The lineDD1 is (δ − δ1, d1 − d, δ1 d − d1 δ), so that the trianglesDEF and
D1E1F1 are homologic if and only ifΓ0 = 0, where

Γ0 = Γ0(DEF, D1E1F1) =

∣

∣

∣

∣

∣

∣

δ − δ1 d1 − d δ1 d − d1 δ

ε − ε1 e1 − e ε1 e − e1 ε

ϕ − ϕ1 f1 − f ϕ1 f − f1 ϕ

∣

∣

∣

∣

∣

∣

.

Part (c) follows from the observation thatΓ0(A0B0C0, D0E0F0) contains∆ as
a factor. �

8. Triangles from centroids

Let G1, G2, G3 andG4 denote the centroids of the trianglesG12AG34BG56C ,
G12DG34EG56F , G45AG61BG23C andG45DG61EG23F whereG12A, G12D, G34B,
G34E , G56C , G56F , G45A, G45D, G61B, G61E , G23C andG23F are centroids of
the trianglesS1S2A, S1S2D, S3S4B, S3S4E, S5S6C, S5S6F , S4S5A, S4S5D,
S6S1B, S6S1E, S2S3C andS2S3F .

Theorem 8. The pointsG1 and G2 are the pointsG3 and G4 respectively. The
pointsG1 andG2 divide the segmentsGσGτ andGτGσ in the ratio1 : 2.

Proof. The centroidsG12A, G34B and G56C have the co-ordinates
(

2 d+1+v+u
6

,
2 δ+1+v−u

6

)

,
(

2(e+1)+u−v

6
,

2 ε+u+v
6

)

and
(

2(f+u)+1

6
,

2(ϕ+v)−1

6

)

. It

follows thatG1 andG2 have coordinates
(

d+e+f+2(u+1)

9
,

δ+ε+ϕ+2 v
9

)

and
(

2(d+e+f)+u+1

9
,

2(δ+ε+ϕ)+v

9

)

respectively. It is now easy to check thatG3 = G1

andG4 = G2.
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A B

C

D

E

F

S1

S2

S3

S4

S5

S6

G12A

G12DG34B

G34E

G56C

G56F

Gσ

G1
G2

Gτ

Figure 9. G1 andG2 divide GσGτ in four equal parts andABC is orthologic
with G12AG34BG56C iff it is orthologic with DEF .

Let G′

1 divide the segmentGσGτ in the ratio1 : 2. SinceGτ

(

d+e+f
3

,
δ+ε+ϕ

3

)

and Gσ

(

1+u
3

,
v
3

)

, we have(G′

1)
x = 2 (Gσ)x+(Gτ )x

3
= (2+2 u)+(d+e+f)

9
= (G1)

x
.

Of course, in the same way we see that(G′

1)
y = (G1)

y and thatG2 dividesGτGσ

in the same ratio1 : 2. �

Theorem 9. The following statements are equivalent:
(a)The trianglesABC andG12AG34BG56C are orthologic.
(b) The trianglesABC andG12DG34EG56F are orthologic.
(c) The trianglesDEF andG45AG61BG23C are orthologic.
(d) The trianglesDEF andG45DG61EG23F are orthologic.
(e)The trianglesG12AG34BG56C andG45AG61BG23C are orthologic.
(f) The trianglesG12DG34EG56F andG45DG61EG23F are orthologic.
(g) The trianglesABC andDEF are orthologic.

Proof. The equivalence of (a) and (g) follows from the relation

∆0(ABC, G12AG34BG56C) =
∆

3
.

The equivalence of (g) with (b), (c), (d), (e) and (f) one can prove in the same
way. �

9. Four triangles on vertices of squares

In this section we consider four trianglesA
′
B

′
C

′, D
′
E

′
F

′, A
′′
B

′′
C

′′, D
′′
E

′′
F

′′

which have twelve outer vertices of the squares as vertices. The sum of areas of
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the first two is equal to the sum of areas of the last two. The same relation holds if
we replace the word ”area” by the phrase ”sum of the squares of the sides”.

A B

C

D
E

F

B′′

D′

D′′

C′

C′′

E′

E′′

A′

A′′

F ′

F ′′

B′

Figure 10. Four trianglesA′

B
′

C
′, D

′

E
′

F
′, A

′′

B
′′

C
′′ andD

′′

E
′′

F
′′.

For a triangleXY Z let |XY Z| ands2(XY Z) denote its (oriented) area and the
sum|Y Z|2 + |ZX|2 + |XY |2 of squares of lengths of its sides.

Theorem 10. (a)The following equality for areas of triangles holds:

|A′
B

′
C

′| + |D′
E

′
F

′| = |A′′
B

′′
C

′′| + |D′′
E

′′
F

′′|.

(b) The following equality also holds:

s2(A
′
B

′
C

′) + s2(D
′
E

′
F

′) = s2(A
′′
B

′′
C

′′) + s2(D
′′
E

′′
F

′′).

The proofs of both parts can be accomplished by a routine calculation.
Let A′

1, B′

1 andC
′

1 denote centers of squares of the same orientation built on the
segmentsB′

C
′, C

′
A

′ andA
′
B

′. The pointsD′

1, E
′

1, F
′

1, A
′′

1, B
′′

1 , C
′′

1 , D
′′

1 , E
′′

1 and
F

′′

1 are defined analogously. Notice that(A′
B

′
C

′
, A

′

1B
′

1C
′

1), (A
′′
B

′′
C

′′
, A

′′

1B
′′

1C
′′

1 ),
(D′

E
′
F

′
, D

′

1E
′

1F
′

1) and (D′′
E

′′
F

′′
, D

′′

1E
′′

1F
′′

1 ) are four pairs of both orthologic
and homologic triangles.

The following theorem claims that the four triangles from these centers of squares
retain the same property regarding sums of areas and sums of squares oflengths of
sides.

Theorem 11. (a)The following equality for areas of triangles holds:

|A′

1B
′

1C
′

1| + |D′

1E
′

1F
′

1| = |A′′

1B
′′

1C
′′

1 | + |D′′

1E
′′

1F
′′

1 |.
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(b) The following equality also holds:

s2(A
′

1B
′

1C
′

1) + s2(D
′

1E
′

1F
′

1) = s2(A
′′

1B
′′

1C
′′

1 ) + s2(D
′′

1E
′′

1F
′′

1 ).

The proofs of both parts can be accomplished by a routine calculation.
Notice that in the above theorem we can take instead of the centers any points

that have the same position with respect to the squares erected on the sides of
the trianglesA′

B
′
C

′, D
′
E

′
F

′, A
′′
B

′′
C

′′ andD
′′
E

′′
F

′′. Also, there are obvious
extensions of the previous two theorems from two triangles to the statements about
two n-gons for any integern > 3.

Of course, it is possible to continue the above sequences of triangles anddefine
for every integerk ≥ 0 the trianglesA′

kB
′

kC
′

k, A
′′

kB
′′

kC
′′

k , D
′

kE
′

kF
′

k andD
′′

kE
′′

kF
′′

k .
The sequences start withA′

B
′
C

′, A
′′
B

′′
C

′′, D
′
E

′
F

′ andD
′′
E

′′
F

′′. Each member
is homologic, orthologic, and shares the centroid with all previous members and
for eachk an analogue of Theorem 11 is true.

A B

C

D
E

F

S1

S3

S5

Gσ

Gτ

Gσ′′

Gτ′

Gτ′′

Gσ′

B′′

D′

D′′

C′

C′′

E′

E′′

A′

A′′

F ′

F ′′

B′

Figure 11.GσGτGτ ′Gσ′′ andGσGτGτ ′′Gσ′ are squares.

10. The centroids of the four triangles

LetGσ′ , Gτ ′ , Gσ′′ , Gτ ′′ , Go andGe be shorter notation for the centroidsGA′B′C′ ,
GD′E′F ′ , GA′′B′′C′′ , GD′′E′′F ′′ , GS1S3S5

and GS2S4S6
. The following theorem

shows that these centroids are the vertices of three squares associatedwith the ring
of six squares.

Theorem 12. (a)The centroidsGσ′′ , Gτ ′ , Gτ andGσ are vertices of a square.



Rings of squares around orthologic triangles 69

(b) The centroidsGσ′ andGτ ′′ are reflections of the centroidsGσ′′ andGτ ′ in
the lineGσGτ . Hence, the centroidsGτ ′′ , Gσ′ , Gσ andGτ are also vertices of a
square.

(c) The centroidsGe and Go are the centers of the squares in(a) and (b), re-
spectively. Hence, the centroidsGσ, Ge, Gτ andGo are also vertices of a square.

The proofs are routine.

11. Extension of Ehrmann–Lamoen results

A

B

C

DE

F

B′′

C′′

A′′Ka Kb

Kc

K0

Figure 12. The triangleKaKbKc from parallels toBC, CA, AB throughB
′′,

C
′′, A

′′ is homothetic toABC from the centerK0.

Let KaKbKc be a triangle from the intersections of parallels to the linesBC,
CA andAB through the pointsB′′, C

′′ andA
′′. Similarly, Let KaKbKc be a

triangle from intersections of parallels to the linesBC, CA andAB through the
points B

′′, C
′′ and A

′′. Similarly, the trianglesLaLbLc, MaMbMc, NaNbNc,
PaPbPc andQaQbQc are constructed in the same way through the triples of points
(C ′

, A
′
, B

′), (D′′
, E

′′
, F

′′), (D′
, E

′
, F

′), (S1, S3, S5) and(S2, S4, S6), respec-
tively. Some of these triangles have been considered in the case when the triangle
DEF is the pedal trianglePaPbPc of the pointP . Work has been done by Ehrmann
and Lamoen in [4] and also by Hoffmann and Sashalmi in [8]. In this section we
shall see that natural analogues of their results hold in more general situations.

Theorem 13. (a) The trianglesKaKbKc, LaLbLc, MaMbMc, NaNbNc, PaPbPc

andQaQbQc are each homothetic with the triangleABC.
(b) The quadranglesKaLaMaNa, KbLbMbNb andKcLcMcNc are parallelo-

grams.
(c) The centersJa, Jb andJc of these parallelograms are the vertices of a trian-

gle that is also homothetic with the triangleABC.
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A
B

C

D
E

F

Figure 13. The trianglesKaKbKc, LaLbLc, MaMbMc andNaNbNc together
with three parallelograms.

Proof of parts (a) and (c) are routine while the simplest method to prove the part
(b) is to show that the midpoints of the segmentsKxMx andLxNx coincide for
x = a, b, c.

Let J0, K0, L0, M0, N0, P0 andQ0 be centers of the above homotheties. Notice
thatJ0 is the intersection of the linesK0M0 andL0N0.

A

B

C

DE

F

K
L0

K0

Figure 14. The lineK0L0 goes through the symmedian pointK of the triangleABC.

Theorem 14. (a) The symmedian pointK of the triangleABC lies on the line
K0L0.

(b) The pointsP0 andQ0 coincide with the pointsN0 andM0.
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(c) The equalities2 ·
−−−→
PvQv =

−−−→
KvLv hold forv = a, b, c.

Proof. (a) It is straightforward to verify that the symmedian point with co-ordinates
(

u2+u+v2

2(u2
−u+v2+1)

,
v

2(u2
−u+v2+1)

)

lies on the lineK0L0.

(b) That the centerP0 coincides with the centerN0 follows easily from the fact
that(A, Na, Pa) and(B, Nb, Pb) are triples of collinear points.

(c) SinceQy
a = f+ϕ−1

2
, P

y
a = ϕ−f

2
, L

y
a = f − 1 andK

y
a = −f , we see that

2 · (Qy
a − P

y
a ) = L

y
a − K

y
a .

Similarly,2 · (Qx
a − P

x
a ) = L

x
a − K

x
a . This proves the equality2 ·

−−−→
PaQa =

−−−→
KaLa.

�

Theorem 15. The trianglesKaKbKc andLaLbLc are congruent if and only if the
trianglesABC andDEF are orthologic.

Proof. Since the trianglesKaKbKc andLaLbLc are both homothetic to the trian-
gleABC, we conclude that they will be congruent if and only if|KaKb| = |LaLb|.
Hence, the theorem follows from the equality

|KaKb|
2 − |LaLb|

2 =

[

(2u − 1)2 + (2v + 1)2 + 2
]

∆

v
2

.

�

LetO andω denote the circumcenter and the Brocard angle of the triangleABC.

Theorem 16. If the trianglesABC andDEF are orthologic then the following
statements are true.

(a)The symmedian pointK of the triangleABC is the midpoint of the segment
K0L0.

(b) The trianglesMaMbMc andNaNbNc are congruent.
(c) The trianglesPaPbPc andQaQbQc are congruent.
(d) The common ratio of the homotheties of the trianglesKaKbKc andLaLbLc

with the triangleABC is (1 + cot ω) : 1.
(e) The translationsKaKbKc 7→ LaLbLc and NaNbNc 7→ MaMbMc are for

the image of the vector2 ·
−−−−−−−−−−−→
O[DEF, ABC] under the rotationρ

(

O,
π
2

)

.
(f) The vector of the translationPaPbPc 7→ QaQbQc is the image of the vector

−−−−−−−−−−−→
O[DEF, ABC] under the rotationρ

(

O,
π
2

)

.

Proof. (a) Let ξ = u
2 − u + v

2. Let the trianglesABC andDEF be such that
the centersK0 andL0 are well-defined. In other words, letM, N 6= 0, where
M, N = (u − 1)d + vδ − ue − vε + f ± (ξ + 1). Let Z0 be the midpoint of the
segmentK0L0. Then|Z0K|2 = ∆2 P

4(ξ+1)2 M2 N2 , where

P =
QS

2

(ξ + u)2(ξ + 3u + 1)2
+

4v
2(ξ + 1)2 T

2

(ξ + u)(ξ + 3u + 1)
,

S = (ue + vε)(ξ2 + ξ − 3u(u − 1)) + (ξ + u)

[(ξ + 3u + 1)((u − 1)d + vδ) + ((1 − 2ξ)u − ξ − 1)f − (ξ + 1)(ξ + u − 1)],



72 Z. Čerin

Q = ξ
2 + (4u + 1)ξ + u(3u + 1) andT = ue + vε + (ξ + u)(f − 1). Hence, if

the trianglesABC andDEF are orthologic (i. e.,∆ = 0), thenK = Z0. The
converse is not true because the factorsS andT can be simultaneously equal to
zero. For example, this happens for the pointsA(0, 0), B(1, 0), C

(

1

3
, 1

)

, D(2, 5),
E

(

4, −32

9

)

andF (3, −1). An interesting problem is to give geometric description
for the conditionsS = 0 andT = 0.

(b) This follows from the equality

|NaNb|
2 − |MaMb|

2 =
4(vd + (1 − u)δ − ve + uε − ϕ + ξ + 1) ∆

v
2

.

(c) This follows similarly from the equality

|PaPb|
2 − |QaQb|

2 =
(vd + (1 − u)δ − ve + uε − ϕ + ξ + v + 1) ∆

v
2

.

(d) The ratio|KaKb|

|AB|
is |∆+u2

−u+v2+v+1|

v
. Hence, when the trianglesABC and

DEF are orthologic, then∆ = 0 and this ratio is

u
2 − u + v

2 + v + 1

v

= 1 +
|BC|2 + |CA|2 + |AB|2

4 · |ABC|
= 1 + cotω.

(e) The tip of the vector
−−−→
KaLa (translated to the origin) is at the point

V (ξ − 2(ue + vε − uf), 2f − 1).

The intersection of the perpendiculars through the pointsD andE onto the side-
linesBC andCA is the point

U

(

(1 − u)d − vδ + ue + vε,

uvδ + (u − 1)(du − ue − vε)

v

)

.

When the trianglesABC andDEF are orthologic this point will be the second
orthology center[DEF, ABC]. Since the circumcenterO has the co-ordinates
(

1

2
,

ξ
2v

)

, the tip of the vector2 ·
−−→
OU is at the point

W
∗

(

2((1 − u)d − vδ + ue + vε) − 1,

2((u − 1)(ud − ue − vε) + uvδ) − ξ

v

)

.

Its rotation about the circumcenter byπ
2

has the tip atW (−(W ∗)y
, (W ∗)x). The

relationsU
x − W

x = 2u∆

v
andU

y − W
y = 2∆ now confirm that the claim (e)

holds.
(f) The proof for this part is similar to the proof of the part (e). �

12. New results for the pedal triangle

Let a, b, c andS denote the lengths of sides and the area of the triangleABC.
In this section we shall assume thatDEF is the pedal triangle of the pointP with
respect toABC. Our goal is to present several new properties of Bottema’s original
configuration. It is particularly useful for the characterizations of the Brocard axis.
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A B

C

D

E

F

K

O
P

A′

A′′

B′

B′′

C′

C′′

Figure 15.s2(A
′

B
′

C
′

) = s2(A
′′

B
′′

C
′′

) iff P is on the Brocard axis.

Theorem 17. There is a unique central pointP with the property that the triangles
S1S3S5 andS2S4S6 are congruent. The first trilinear co-ordinate of this pointP

is a((b2 + c
2 + 2 S)a2 − b

4 − c
4 − 2 S(b2 + c

2)). It lies on the Brocard axis and
divides the segmentOK in the ratio(− cot ω) : (1 + cotω) and is also the image
of K under the homothetyh(O, − cot ω).

Proof. Let P (p, q). The orthogonal projectionsPa, Pb andPc of the pointP onto
the sidelinesBC, CA andAB have the co-ordinates

(

(u − 1)2p + v(u − 1)q + v
2

ξ − u + 1
,

v((u − 1)p + vq − u + 1)

ξ − u + 1

)

,

(

u(up+vq)

ξ+u
,

v(up+vq)

ξ+u

)

and(p, 0).

Since the trianglesS1S3S5 and S2S4S6 have equal area, it is easy to prove
using the Heron formula that they will be congruent if and only if two of their
corresponding sides have equal length. In other words, we must find the solution
of the equations

|S3S5|
2 − |S4S6|

2 =
vξp

ξ + u

−
v

2
q

ξ + u

+
ξ + u − 1

2
= 0,

|S5S1|
2 −|S6S2|

2 =
v(ξ p + v q)

ξ −u +1
−

ξ
2 −(2(u − v) −1) ξ + u (u −1)

2(ξ −u +1)
= 0.
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As this is a linear system it is clear that there is only one solution. The required

point isP

(

1−2 u+v
2v

,
ξ2+(v+1)ξ−v2

2v2

)

. Let s = − 1

1+
v

ξ+1

= − cot ω
1+cot ω

. The pointP di-

vides the segmentOK in the ratios : 1, whereO
(

1

2
,

ξ
2v

)

andK

(

ξ+2u
2(ξ+1)

,
v

2(ξ+1)

)

.

�

Theorem 18. The trianglesS1S3S5 and S2S4S6 have the same centroid if and
only if the pointP is the circumcenter of the triangleABC.

Proof. We get|GoGe|
2 = M2+N2

9(ξ−u+1)(ξ+u)(1+4ξ)
, with

M = 3ξ(2u − 1)p + v(1 + 4ξ)q − ξ(2ξ + 3u − 1)

andN = v(1 + ξ)(2p − 1). Hence,Go = Ge if and only if N = 0 andM = 0.
In other words, the centroids of the trianglesS1S3S5 andS2S4S6 coincide if and
only if p = 1

2
andq = ξ

2v
(i. e., if and only if the pointP is the circumcenterO of

the triangleABC). �

Recall that the Brocard axis of the triangleABC is the line joining its circum-
center with the symmedian point.

Let s be a real number different from0 and−1. Let the pointsAs, Bs andCs

divide the segmentsBD, CE andAF in the ratios : 1 and let the pointsDs, Es

andFs divide the segmentsDC, EA andFB in the ratio1 : s.

Theorem 19. For the pedal triangleDEF of a pointP with respect to the triangle
ABC the following statements are equivalent:

(a)The trianglesA0B0C0 andD0E0F0 are orthologic.
(b) The trianglesABC andG45AG61BG23C are orthologic.
(c) The trianglesABC andG45DG61EG23F are orthologic.
(d) The trianglesG12AG34BG56C andG45DG61EG23F are orthologic.
(e)The trianglesG12DG34EG56F andG45AG61BG23C are orthologic.
(f) The trianglesA′

B
′
C

′ andA
′′
B

′′
C

′′ have the same area.
(g)The trianglesA′

B
′
C

′ andA
′′
B

′′
C

′′ have the same sums of squares of lengths
of sides.

(h) The trianglesD′
E

′
F

′ andD
′′
E

′′
F

′′ have the same area.
(i) The trianglesD′

E
′
F

′ andD
′′
E

′′
F

′′ have the same sums of squares of lengths
of sides.

(j) The trianglesS1S3S5 andS2S4S6 have equal sums of squares of lengths of
sides.

(k) For any real numbert 6= −1, 0, 2, the trianglesSt
1S

t
3S

t
5 andS

t
2S

t
4S

t
6 have

equal sums of squares of lengths of sides.
(l) For any real numbers 6= −1, 0, the trianglesT s

1 T
s
3 T

s
5 and T

s
2 T

s
4 T

s
6 have

equal sums of squares of lengths of sides.
(m) The trianglesAsBsCs andDsEsFs have the same area.
(n) The pointP lies on the Brocard axis of the triangleABC.
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Proof. (a) The orthology criterion∆0(A0B0C0, D0E0F0) is equal to the quotient
−v M

8(ξ+u)(ξ−u+1)
, with M the following linear polynomial inp andq.

M = 2
(

ξ
2 + ξ − v

2
)

p + 2 v (2 u − 1) q − (ξ + u) (ξ + u − 1) .

In fact,M = 0 is the equation of the Brocard axis because the co-ordinates
(

1

2
,

ξ
2v

)

and
(

ξ+2u
2(ξ+1)

,
v

2(ξ+1)

)

of the circumcenterO and the symmedian pointK satisfy

this equation. Hence, the statements (a) and (n) are equivalent.
(f) It follows from the equality|A′′

B
′′
C

′′| − |A′
B

′
C

′| = v M
2(ξ+u)(ξ−u+1)

that the
statements (f) and (n) are equivalent.

(i) It follows from the equalitys2(D
′
E

′
F

′) − s2(D
′′
E

′′
F

′′) = v M
2(ξ+u)(ξ−u+1)

that the statements (i) and (n) are equivalent. �

It is well-known thatcot ω = a2+b2+c2

4S
so that we shall assume that the degener-

ate triangles do not have well-defined Brocard angle. It follows that the statement
”The trianglesS1S3S5 andS2S4S6 have equal Brocard angles” could be added
to the list of the previous theorem provided we exclude the points for which the
trianglesS1S3S5 andS2S4S6 are degenerate. The following result explains when
this happens. LetK−ω denote the point described in Theorem 17.

Theorem 20. The following statements are equivalent:
(a)The pointsS1, S3 andS5 are collinear.
(b) The pointsS2, S4 andS6 are collinear.
(c) The pointP is on the circle with the centerK−ω and the radius equal to the

circumradiusR of the triangleABC times the number
√

(1 + cot ω)2 + 1.

Proof. Let M be the following quadratic polynomial inp andq:

v
2(p2 + q

2) + v (2 u − w) p −
(

ξ
2 + w ξ − v

2
)

q − (ξ + u) (ξ − u + w) ,

wherew = v + 1. The pointsS1, S3 andS5 are collinear if and only if

0 =

∣

∣

∣

∣

∣

∣

S
x
1 S

y
1

1
S

x
3 S

y
3

1
S

x
5 S

y
5

1

∣

∣

∣

∣

∣

∣

=
v M

2(u − 1 − ξ)(u + ξ)
.

The equivalence of (a) and (c) follows from the fact thatM = 0 is the equation
of the circle described in (c). Indeed, we see directly that the co-ordinates of its cen-

ter are
(

w−2u
v

,
ξ2+w ξ−v2

2v2

)

so that this center is the pointK−ω while the square of

its radius is
(ξ−u+1)(ξ+u)((ξ+w)

2
+v2)

4v4 = (ξ−u+1)(ξ+u)

4v2 · (ξ+w)2+v2

v2 = R
2 · β2

, where

β is equal to the number
√

(1 + cot ω)2 + 1 becausecot ω = ξ+1

v
.

The equivalence of (b) and (c) is proved in the same way. �

Theorem 21. The trianglesA0B0C0 andD0E0F0 always have different sums of
squares of lengths of sides.
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Proof. The differences2(A0B0C0) − s2(D0E0F0) is equal to 3v3 N
4(ξ−u+1)(u+ξ)

, where
N denotes the following quadratic polynomial in variablesp andq:

(

p −
1

2

)2

+

(

q −
ξ

2v

)2

+
3(ξ − u + 1)(ξ + u)

4v
2

.

However, this polynomial has no real roots. �

A B

C

D

E

F

K

P

S1
S2

S3S4

S5

S6

A0

B0

C0

D0 E0

F0

θ0

Figure 16. |A0B0C0| = |D0E0F0| iff P is on the circleθ0.

Theorem 22. The trianglesA0B0C0 andD0E0F0 have the same areas if and only
if the pointP lies on the circleθ0 with the center at the symmedian pointK of the
triangle ABC and the radiusR

√
4 − 3 tan2

ω, whereR andω have their usual
meanings associated with triangleABC.

Proof. The difference|D0E0F0| − |A0B0C0| is equal to the quotientv
2 ζ2 M

16 µ (ζ−u)
,

whereζ = ξ + 1, µ = ξ + u andM denotes the following quadratic polynomial
in variablesp andq:

(

p −
µ + u

2 ζ

)2

+

(

q −
v

2 ζ

)2

−
µ (ζ − u)

(

4 ζ
2 − 3 v

2
)

4 ζ
2
v

2
.

The third term is clearly equal to−R
2(4 − 3 tan2

ω). Hence,M = 0 is the equa-
tion of the circle whose center is the symmedian point of the triangleABC with

the co-ordinates
(

µ+u
2 ζ

,
v
2 ζ

)

and the radiusR
√

4 − 3 tan2
ω. �
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Let A
∗, B

∗, C
∗, D

∗, E
∗ andF

∗ denote the midpoints of the segmentsA
′
A

′′,
B

′
B

′′, C
′
C

′′, D
′
D

′′, E
′
E

′′ andF
′
F

′′. Notice that the pointsA∗, B
∗, C

∗, D
∗, E

∗

andF
∗ are the centers of squares built on the segmentsS4S5, S6S1, S2S3, S1S2,

S3S4 andS5S6, respectively. Also, the trianglesA∗
B

∗
C

∗ andD
∗
E

∗
F

∗ share the
centroids with the trianglesABC andDEF .

Notice that the linesAA
∗, BB

∗ andCC
∗ intersect in the isogonal conjugate of

the pointP with respect to the triangleABC.

Theorem 23. The trianglesA∗
B

∗
C

∗ andD
∗
E

∗
F

∗ have the same sums of squares
of lengths of sides if and only if the pointP lies on the circleθ0.

Proof. The proof is almost identical to the proof of the previous theorem since the

differences2(D
∗
E

∗
F

∗) − s2(A
∗
B

∗
C

∗) is equal to v2(ξ+1)2 M

2(ξ−u+1)(ξ+u)
. �

Theorem 24. For any pointP the trianglesA∗
B

∗
C

∗ andD
∗
E

∗
F

∗ always have
different areas.

Proof. The proof is similar to the proof of Theorem 21 since the difference
|D∗

E
∗
F

∗| − |A∗
B

∗
C

∗| is equal to v3 N
8(ξ−u+1)(ξ+u)

. �

13. New results for the antipedal triangle

Recall that the antipedal triangleP ∗

a P
∗

b P
∗

c of a pointP not on the side lines of
the triangleABC has as vertices the intersections of the perpendiculars erected
at A, B andC to PA, PB andPC respectively. Note that the triangleP ∗

a P
∗

b P
∗

c

is orthologic with the triangleABC so that Bottema’s Theorem also holds for
antipedal triangles.

Our final result is an analogue of Theorem 19 for the antipedal triangle of a point.
It gives a nice connection of a Bottema configuration with the Kiepert hyperbola
(i. e., the rectangular hyperbola which passes through the vertices, the centroid and
the orthocenter [3]).

In the next theorem we shall assume thatDEF is the antipedal triangle of the
pointP with respect toABC. Of course, the pointP must not be on the side lines
BC, CA andAB.

Theorem 25. The following statements are equivalent:
(a)The trianglesA0B0C0 andD0E0F0 are orthologic.
(b) The trianglesABC andG45AG61BG23C are orthologic.
(c) The trianglesABC andG45DG61EG23F are orthologic.
(d) The trianglesG12AG34BG56C andG45DG61EG23F are orthologic.
(e)The trianglesG12DG34EG56F andG45AG61BG23C are orthologic.
(f) The trianglesA′

B
′
C

′ andA
′′
B

′′
C

′′ have the same area.
(g)The trianglesA′

B
′
C

′ andA
′′
B

′′
C

′′ have the same sums of squares of lengths
of sides.

(h) The trianglesD′
E

′
F

′ andD
′′
E

′′
F

′′ have the same area.
(i) The trianglesD′

E
′
F

′ andD
′′
E

′′
F

′′ have the same sums of squares of lengths
of sides.
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A B

C
D

E

F

H
P

S1

S2

S3

S4

S5

S6

G

Figure 17.s2(S1S3S5) = s2(S2S4S6) whenP is on the Kiepert hyperbola.

A B

C

DEF

P

S1

S2
S3

S4

S5

S6

O

Figure 18.s2(S1S3S5) = s2(S2S4S6) also whenP is on the circumcircle.

(j) The trianglesS1S3S5 andS2S4S6 have equal sums of squares of lengths of
sides.
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(k) For any real numbert 6= −1, 0, 2, the trianglesSt
1S

t
3S

t
5 andS

t
2S

t
4S

t
6 have

equal sums of squares of lengths of sides.
(l) For any real numbers 6= −1, 0, the trianglesT s

1 T
s
3 T

s
5 and T

s
2 T

s
4 T

s
6 have

equal sums of squares of lengths of sides.
(m) The trianglesAsBsCs andDsEsFs have the same area.
(n) The pointP lies either on the Kiepert hyperbola of the triangleABC or on

its circumcircle.

Proof. (g) s2(A
′′
B

′′
C

′′) − s2(A
′
B

′
C

′) = 2v M N
q(vp−uq)(v(p−1)−(u−1)q)

, with

M =

(

p −
1

2

)2

+

(

q −
ξ

2v

)2

−
ξ
2 + v

2

4v
2

,

N = v (2u − 1)
(

p
2 − q

2 − p

)

− 2
(

u
2 − u − v

2 + 1
)

pq +
(

u
2 + u − v

2
)

q.

In fact, M = 0 is the equation of the circumcircle of the triangleABC while
N = 0 is the equation of its Kiepert hyperbola because the co-ordinates of the

verticesA, B andC and the co-ordinates
(

u,
u(1−u)

v

)

and
(

u+1

3
,

v
3

)

of the ortho-

centerH and the centroidG satisfy this equation. Hence, the statements (g) and
(n) are equivalent.

(j) It follows from the equality

s2(S2S4S6) − s2(S1S3S5) =
v M N

q(vp − uq)(v(p − 1) − (u − 1)q)

that the statements (j) and (n) are equivalent.
(m) It follows from the equality

|DsEsFs| − |AsBsCs| =
s v M N

2(s + 1)2 q(vp − uq)(v(p − 1) − (u − 1)q)

that the statements (m) and (n) are equivalent. �

Of course, as in the case of the pedal triangles, we can add the statement ”The
trianglesS1S3S5 andS2S4S6 have equal Brocard angles.” to the list in Theorem 25
but the points on the circle described in Theorem 20 must be excluded fromcon-
sideration.

Notice that when the pointP is on the circumcircle ofABC then much more
could be said about the properties of the six squares built on segmentsBD, DC,
CE, EA, AF andFB. A considerable simplification arises from the fact that the
antipedal triangleDEF reduces to the antipodal pointQ of the pointP . For exam-
ple, the trianglesS1S3S5 andS2S4S6 are the images under the rotationsρ(U,

π
4
)

andρ(V, −π
4
) of the triangleA⋄B⋄C⋄ = h(O,

√

2

2
)(ABC) (the image ofABC

under the homothety with the circumcenterO as the center and the factor
√

2

2
). The

pointsU andV are constructed as follows.
Let the circumcircleσ⋄ of the triangleA⋄B⋄C⋄ intersect the segmentOQ in

the pointR, let ℓ be the perpendicular bisector of the segmentQR and letT be
the midpoint of the segmentOQ. Then the pointU is the intersection of the
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line ℓ with ρ(T,
π
4
)(PQ) while the pointV is the intersection of the lineℓ with

ρ(T, −π
4
)(PQ).
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On the Newton Line of a Quadrilateral

Paris Pamfilos

Abstract. We introduce the idea of the conjugate polygon of a point relative
to another polygon and examine the closing property of polygons inscribed in
others and having sides parallel to a conjugate polygon. Specializing for quad-
rangles we prove a characterization of their Newton line related to the possibility
to inscribe a quadrangle having its sides parallel to the sides of a conjugate one.

1. Introduction

Given two quadranglesa = A1A2A3A4 and b = B1B2B3B4 one can ask
whether it is possible to inscribe in the first a quadranglec = C1C2C3C4 hav-
ing its sides parallel to corresponding sides of the second. It is also of importance
to know how many solutions to the problem exist and which is their structure. The
corresponding problem for triangles is easy to solve, well known and has relations
to pivoting around a pivot-point of which there are twelve in the generic case ([9,
p. 297], [8, p. 109]). Here I discuss the case of quadrangles and insome extend
the case of arbitrary polygons. While in the triangle case the inscribed one issimi-
lar to a given triangle, for quadrangles and more general polygons this is nomore
possible. I start the discussion by examining properties of polygons inscribed in
others to reveal some general facts. In this frame it is natural to introducethe class
of conjugate polygonswith respect to a point, which generalize the idea of thepre-
ceviantriangle, having for vertices theharmonic associatesof a point [12, p.100].
Then I discuss some properties of them, which in the case of quadrangles relate the
inscription-problem to the Newton line of their associatedcompletequadrilateral
(in this sense I speak of theNewton line of the quadrangle[13, p.169], [6, p.76],
[3, p.69], [4], [7]). After this preparatory discussion I turn to the examination of
the case of quadrangles and prove a characteristic property of their Newton line
(§5, Theorems 11, 14).

2. Periodic polygon with respect to another

Consider two closed polygonsa = A1 · · ·An andb = B1 · · ·Bn and pick a
point C1 on sideA1A2 of the first. From this draw a parallel to sideB1B2 of
the second polygon until it hits sideA2A3 to a pointC2 (see Figure 1). Continue
in this way picking pointsCi on the sides of the first polygon so thatCiCi+1 is
parallel to sideBiBi+1 of the second polygon (indicesi > n are reduced modulo
n if corresponding pointsXi are not defined). In the last step draw a parallel to
BnB1 from Cn until it hits the initial sideA1A2 at a pointCn+1. I call polygon
c = C1 · · ·Cn+1 parallel tob inscribed ina and starting atC1. In general polygon
c is not closed. It can even have self-intersections and/or some side(s) degenerate to
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A4 B3

C1A1
B1

C4

C5

Z0

A3

B2

Z

C3

C2

B4

A2L

Figure 1. Inscribing a polygon

points (identical with vertices ofa). One can though create a corresponding closed
polygon by extending segmentCnCn+1 until to hit C1C2 at a pointZ. Polygon
ZC2 · · ·Cn has sides parallel to corresponding sides ofB1 · · ·Bn. Obviously tri-
angleCn+1ZC1 has fixed angles and remains similar to itself if the place of the
starting pointC1 changes onA1A2. Besides one can easily see that the function
expressing the coordinatey of Cn+1 in terms of the coordinatex of C1 is a linear
oney = ax + b. This implies that pointZ moves on a fixed lineL ([10, Tome 2,
p. 10]) as pointC1 changes its position on lineA1A2 (see Figure 1). This in turn
shows that there is, in general, a unique place forC1 on sideA1A2 such that points
Cn+1, C1 coincide and thus define aclosedpolygonC1 · · ·Cn inscribed in the first
polygon and having its sides parallel to corresponding sides of the second. This
place forC1 is of course the intersection pointZ0 of line L with sideA1A2. In the
exceptional case in whichL is parallel toA1A2 there is no such polygon. By the
way notice that, for obvious reasons, in the case of triangles lineL passes through
the vertex opposite to sideA1A2.

C3

C1

C2

A1

A2 A3

L

Figure 2. The triangle case

This example shows that the answer to next question is not in general in the af-
firmative. The question is: Under which conditions for the two polygons is line
L identical with sideA1A2, so that the above procedure produces always closed
polygonsC1 · · ·Cn? If this is the case then I say that polygonB1 · · ·Bn is periodic
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with respect toA1 · · ·An. Below it will be shown that this condition is independent
of the sideA1A2 selected. If it is satisfied by starting pointsC1 on this side and
drawing a parallel toB1B2 then it is satisfied also by picking the starting pointCi

on sideAiAi+1, drawing a parallel toBiBi+1 and continuing in this way.

A4

A1

A2

A3

 C1
 C2

 C3

 C4B4

B1

B2

B3

Figure 3. B1B2B3B4 periodic with respect toA1A2A3A4

There are actually plenty of examples of pairs of polygons satisfying the period-
icity condition. For instance take an arbitrary quadrangleA1A2A3A4 and consider
its dual quadrangleB1B2B3B4, created through the intersections of its sides with
the lines joining the intersection of its diagonals with the two intersection points
of its pairs of opposite sides (see Figure 3). For every pointC1 on A1A2 the pro-
cedure described above closes and defines a quadrangleC1C2C3C4 inscribed in
A1A2A3A4 and having its sides parallel toB1B2B3B4. This will be shown to
be a consequence of Theorem 11 in combination with Proposition 16. It should
be noticed though that periodicity, as defined here, is a relation dependingon the
orderedsets of vertices of two polygons.B1 · · ·Bn can be periodic with respect to
A1 · · ·An butB2 · · ·BnB1 not. Figure 4 displays such an example.

A4

A1

A2

A3

B4

B1

B2

B3

C1

C2

C3

C4

C5

Figure 4. B2B3B4B1 not periodic with respect toA1A2A3A4



84 P. Pamfilos

To handle the question in a systematic way I introduce some structure into the
problem, which obviously is affinely invariant ([1], [2, vol.I, pp.32–66], [5]). I
will consider the correspondenceC1 7−→ Cn+1 as the restriction on lineA1A2 of
a globally defined affine transformationG1 and investigate the properties of this
map. Figure 5 shows how transformationG1 is constructed. It is the composition
of affine reflectionsFi ([5, p. 203]). The affine reflectionFi has itsaxisalongAiYi

which is the harmonic conjugate line ofAiXi with respect to the two adjacent
sidesAi−1Ai, AiAi+1 at Ai. Its conjugate directionis AiXi which is parallel to
sideBi−1Bi. By its definition mapFi corresponds to each pointX the pointY
such that the line-segmentXY is parallel to the conjugate directionAiXi and has
its middle on the axisAiYi of the map.

A1 A2

A3

A4

A5

B1

B2

B3

B4

B5

X2

X3

X4

X5

X1

C1

C2=F2(C1)

C3

C4

C5

C6

Y2

Y3

Y4

Y5

Y6

Figure 5. An affine transformation

The mapG1 = F1◦Fn◦Fn−1◦· · ·◦F2 is a globally defined affine transformation,
which on lineA1A2 coincides with correspondenceC1 7−→ Cn+1. I call it the first
recycler ofb in a. LineA1A2 remains invariant byG1 as a whole and each solution
to our problem havingC1 = Cn+1 represents a fixed point ofG1. Thus, if there
are more than one solutions, then lineA1A2 will remain pointwise fixed under
G1. Assume now thatG1 leaves lineA1A2 pointwise fixed. Then it is either an
affine reflection or ashear([5, p.203]) or it is the identity map, since these are
the only affine transformations fixing a whole line and having determinant±1.
SinceG1 is a product of affine reflections, its kind depends only on the number
n of sides of the polygon. Thus forn even it is a shear or the identity map and
for n odd it is an affine reflection. Forn even it is shown by examples that both
cases can happen: mapG1 can be a shear as well as the identity. In the second
case I callB1 · · ·Bn strongly periodicwith respect toA1 · · ·An. The strongly
periodic case delivers closed polygonsD1 · · ·Dn with sides parallel to those of
B1 · · ·Bn and the position ofD1 can be arbitrary. To construct such polygons
start with an arbitrary pointD1 of the plane and defineD2 = F2(D1), D3 =
F3(D2), · · · , Dn = Fn(Dn−1). The previous example of the dual of a quadrangle
is a strongly periodic one (see Figure 6).
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A4
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A2
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 C1

 C2

 C3

 C4
B4

B1

B2

B3

Y2

Y3

Y4

Y5

D1

D2

D3

D4

Figure 6. Strongly periodic case

Another case delivering many strongly periodic examples is that of a square
A1A2A3A4 and the inscribed in it quadrangleB1B2B3B4, resulting by projecting
an arbitrary point X on the sides of the square (see Figure 7).

X

B1

B2

B3

B4

D1

D2

D3

D4

A1
A2

A3
A4

Figure 7. Strongly periodic case II

Analogously toG1 one can define the affine mapG2 = F2◦F1◦Fn◦Fn−1◦· · ·◦
F3, which I callsecond recycler ofb in a. This does the same work in constructing
a polygonD2 · · ·DnD1 inscribed inA1 · · ·An and with sides parallel to those of
B2 · · ·BnB1 but now the starting pointD2 is to be taken on sideA2A3, whereas the
sides will be parallel successively toB2B3, B3B4, · · · . Analogously are defined
the affine mapsGi, i = 3, · · · , n (i-th recycler ofb in a). It follows immediately
from their definition thatGi are conjugate to each other. Obviously, since theFi

are involutive, we haveG2 = F2 ◦G1 ◦F2 and more generalGk = Fk ◦Gk−1 ◦Fk.
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Thus, if there is a fixed pointX1 of G1 on sideA1A2, thenX2 = F2(X1) will be
a fixed point ofG2 on A2A3 and more generalXk = Fk ◦ · · · ◦ F2(X1) will be
a fixed point ofGk on sideAkAk+1. Corresponding property will be also valid in
the caseA1A2 remains pointwise fixed underG1. Then every sideAkAk+1 will
remain fixed under the correspondingGk. The discussion so far is summarized in
the following proposition.

Proposition 1. (1) Given two closed polygonsa = A1 · · ·An andb = B1 · · ·Bn

there is in the generic case only one closed polygonc = C1 · · ·Cn having its vertex
Ci on sideAiAi+1 and its sidesCiCi+1 parallel to BiBi+1 for i = 1, · · · , n. If
there are two such polygons then there are infinite many and their corresponding
point C1 can be an arbitrary point ofA1A2. In this caseb is called periodic with
respect toa.

(2) Using the sides of polygonsa and b one can construct an affine transfor-
mationG1 leaving invariant the sideA1A2 and having the property:b is periodic
with respect toa precisely whenG1 leaves sideA1A2 pointwise fixed.

(3) In the periodic case, ifn is odd thenG1 is an affine reflection with axis
(mirror) line A1A2 and ifn is even then it is a shear with axisA1A2 or the identity
map. In the last caseb is called strongly periodic with respect toa.

A1
A2

A3

A4

A5

B1

B2

B3

B4

B5

C1

C2

C3

C4

C5

X

Y

Figure 8. Periodic pentagons

Figure 8 shows a periodic case forn = 5. The figure shows also a typical pair
Y = G1(X) of points related by the affine reflectionG1 resulting in this case.

3. Conjugate polygon

Given a closed polygona = A1 · · ·An and a pointP not lying on the side-lines
of a, consider for eachi = 1, . . . , n the harmonic conjugate lineAiXi of line AiP

with respect to the two adjacent sides ofa at Ai. The polygonb = B1 · · ·Bn

having sides these lines is calledconjugate ofa with respect toP . The definition
generalizes the idea of theprecevian triangleof a trianglea = A1A2A3 with
respect to a pointP , which is the triangleB1B2B3 having vertices theharmonic
associatesBi of P with respect toa ([12, p.100]).
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A1 A2

A3

A4

P

X2

B1

B2

B3

B4

Figure 9. Conjugate quadrangle with respect to P

Proposition 2. Given a closed polygona = A1 · · ·An with n odd and a pointP
not lying on its side-lines, letb = B1 · · ·Bn be the conjugate polygon ofa with
respect toP . Then the transformationG1 is an affine reflection the axis of which
passes throughP and its conjugate direction is that of lineA1A2.

Y

A2

P

A3X A1 Z

Figure 10.G1 is an affine reflection

That pointP remains fixed underG1 is obvious, sinceG1 is a composition of
affine reflections all of whose axes pass throughP . From this, using the preserva-
tion of proportions by affinities and the invariance ofA1A2 follows also the that
the parallels toA1A2 remain also invariant underG1. Let us introduce coordinates
(x, y) with origin atP andx-axis parallel toA1A2. ThenG1 has a representation
of the form{x′ = ax + by, y

′ = y}. Since its determinant is−1 it follows that
a = −1. Thus, on every liney = y0 parallel toA1A2 the transformation acts
throughx

′ = −x + by0 ⇔ x
′ + x = by0, showing that the action on liney = y0 is

a point symmetry at pointZ with coordinates(by0/2, y0), which remains also fixed
by G1 (see Figure 10). Then the whole linePZ remains fixed byG1, thus showing
it to be an affine reflection as claimed. The previous proposition completely solves
the initial problem of inscription for conjugate polygons withn sides andn odd.
In fact, as noticed at the beginning, such an inscription possibility corresponds to
a fixed point of the mapG1 and this has a unique such point onA1A2. Thus we
have next corollary.
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Corollary 3. If b = B1 · · ·Bn is the conjugate of the closed polygona = A1 · · ·An

with respect to a pointP not lying on its side-lines andn is odd, then there is ex-
actly one closed polygonC1 · · ·Cn with Ci ∈ AiAi+1 for everyi = 1, · · · , n and
sides parallel to corresponding sides ofb. In particular, for n odd there are no
periodic conjugate polygons.

The analogous property for conjugate polygons andn even is expressed by the
following proposition.

Proposition 4. Given a closed polygona = A1 · · ·An with n even and a pointP
not lying on its side-lines, letb = B1 · · ·Bn be the conjugate polygon ofa with
respect toP . Then the transformationG1 either is a shear the axis of which is the
parallel to sideA1A2 throughP , or it is the identity map.

The proof, up to minor changes, is the same with the previous one, so I omit it.
The analogous corollary distinguishes now two cases, the second corresponding to
G1 being the identity. Periodicity and strong periodicity coincide whenn is even
and whenb is the conjugate ofa with respect to some point.

Corollary 5. If b = B1 · · ·Bn is the conjugate of the closed polygona = A1 · · ·An

with respect to a pointP not lying on its side-lines andn is even, then there is ei-
ther no closed polygonC1 · · ·Cn with Ci ∈ AiAi+1 for everyi = 1, · · · , n and
sides parallel to corresponding sides ofb, or b is strongly periodic with respect to
a.

Remark.Notice that the existence of even one fixed point not lying on the par-
allel to A1A2 throughP (the axis of the shear) imply thatG1 is the identity or
equivalently, the corresponding conjugate polygon is strongly periodic.

The next propositions deal with some properties of conjugate polygons needed,
in the case of quadrangles, in relating the periodicity to the Newton’s line.

A B

C

D

F

E

G

H
J

I

K

L

e

P

M

N

Q

O

Figure 11. Fixed pointO

Lemma 6. Let {ABC, D, e} be correspondingly a triangle, a point and a line.
Consider a variable line throughD intersecting sidesAB, BC correspondingly
at pointsE, F . Let G be the middle ofEF andP the intersection point of lines
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e andBG. Let furtherCL be the harmonic conjugate of lineCP with respect to
CA, CB. Then the parallel toCL fromF passes through a fixed pointO.

To prove the lemma introduce affine coordinates with axes along lines{BC, e}
and origin atJ , whereI = e ∩ CA, J = e ∩ CB (see Figure 11). The points on
line e are:M = e ∩ AB, N = e ∩ (||BC, D), H = e ∩ DE, Q = e ∩ (||DE, B),
where the symbol(||XY, Z) means:the parallel toXY from Z. Denote abscis-
sas/ordinates by the small letters corresponding to labels of points, with the excep-
tions of a = DN , the abscissax of F and the ordinatey of K. The following
relations are easily deduced.

h =
hx

x + a

, q = b

h

x

, p =
mq

2q − m

, l =
pi

2p − i

, y =
lx

c

.

Successive substitutions produce a homographic relation between variablesx, y:

p1x + p2y + p3xy = 0,

with constants(p1, p2, p3), which is equivalent to the fact that lineFK passes
through pointO with coordinates(−p2

p3
,−p1

p3
).

A1 A2

A3

A4

B1

B2

B3

B4

C1

C2

C3C4

C5

O23

O45

O34

e P

Figure 12. Sides through fixed points

Lemma 7. Let {A1 · · ·An, C1, e} be correspondingly a closed polygon, a point
on sideA1A2 and a line. Consider a pointP varying on linee and the corre-
sponding conjugate polygonb = B1 · · ·Bn. Construct the parallel tob polygon
c = C1 · · ·Cn+1 starting atC1. AsP varies one, every side of polygonc passes
through a corresponding fixed point.

The proof results by inductively applying the previous lemma to each side ofc,
starting with sideC1C2, which by assumption passes throughC1 (see Figure 12).
Next prove that sideC2C3 passes through a pointO23 by applying previous lemma
to the triangle with sidesA1A2, A2A3, A3A4 and by takingC1 to play the role ofD
in the lemma. Then apply the lemma to the triangle with sidesA2A3, A3A4, A4A5

taking forD the fixed pointO23 of the previous step. There results a fixed point
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O34 through which passes sideC3C4. The induction continues in the obvious way,
using in each step the fixed point obtained in the previous step, thereby completing
the proof.

Lemma 8. Let {A1 · · ·An, C1, e} be correspondingly a closed polygon, a point
on sideA1A2 and a line. Consider a pointP varying on linee, the corresponding
conjugate polygonb = B1 · · ·Bn and the corresponding parallel tob polygon
c = C1 · · ·Cn+1 starting atC1. Then the correspondenceP 7−→ Cn+1 is either
constant or a projective one from linee onto lineA1A2.

Assume that the correspondence is not a constant one. Proceed then by applying
the previous lemma and using the fixed pointsO23, O34, · · · through which pass the
sides of the inscribed polygonsc asP varies on linee. It is easily shown induc-
tively that correspondencesf1 : P 7→ C2, f2 : P 7→ C3, . . . , fn : P 7→ Cn+1

are projective maps between lines. Thatf1 is a projectivity is a trivial calculation.
Map f2 is the composition off1 and the perspectivity between linesA3A2, A3A4

from O23, hence also projective. Mapf3 is the composition off2 and the perspec-
tivity between linesA4A3, A4A5 from O34, hence also projective. The proof is
completed by the obvious induction.

4. The case of parallelograms

The only quadrangles not possessing a Newton line are the parallelograms. For
these though the periodicity question is easy to answer. Next two propositions show
that parallelograms are characterized by the strong periodicity of their conjugates
with respect toeverypoint not lying on their side-lines.

A1

A3A4

B1

B2

B3

B4

C1

C2

C3

C4 A2

P

Figure 13. Parallelograms and periodicity

Proposition 9. For every parallelograma = A1A2A3A4 and every pointP not
lying on its side-lines the corresponding conjugate quadrangleb = B1B2B3B4 is
strongly periodic.

The proposition (see Figure 13) is equivalent to the property of the correspond-
ing first recyclerG1 to be the identity. To prove this it suffices to show thatG1 fixes
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a point not lying on the parallel toA1A2 throughP (see the remark after corollary
5 of previous paragraph). In the case of parallelograms however it is easily seen
thata is the parallelogram of the middles of the sides of the conjugatesb.

A1 A2

A3
A4

B1

B2

B3

B4
P

C1

C2

C3

C4

Figure 14.C1 fixed byG1

In fact, letb = B1B2B3B4 be the conjugate ofa with respect toP and consider
the intersection pointsC1, C2, · · · of the sidesA1A2, A2A3, · · · of the parallelo-
gram correspondingly with linesPB1, PB2, . . . (see Figure 14). The bundles of
lines A1(B1, P, C1, A4) at A1 andA2(B1, P, C1, A3) at A2 are harmonic by the
definition ofb. Besides their three first rays intercept on linePB1 correspondingly
the same three pointsB1, P, C1 hence the fourth harmonic of these three points is
the intersection point of their fourth raysA1A4, A2A3, which is the point at infin-
ity. ConsequentlyC1 is the middle ofPB1. The analogous property forC2, C3, C4

implies that quadranglec = C1C2C3C4 has its sides parallel to those ofb and con-
sequently linesPAi are the medians of trianglesPBi−1Bi. Thus pointB1 is a
fixed point ofG1 not lying on its axis, consequentlyG1 is the identity.

Proposition 10. If for every pointP not lying on the side-lines of the quadrangle
a = A1A2A3A4 the corresponding conjugate quadrangleb = B1B2B3B4 is
strongly periodic, thena is a parallelogram.

A1

A2

A3

A4

C3

C4

P

D2

D1

Figure 15. Parallelogram characterization
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This is seen by taking forP the intersection point of the diagonals of the quad-
rangle. Consider then the parallel tob polygon starting atA2. By assumption this
must be closed, thus defining a triangleA2C3C4 (see Figure 15). The middles
D1, D2 of the sides of the triangle are by definition on the diagonalA1A3, which
is parallel toC3C4. Thus the diagonalA1A3 is parallel to the conjugate direction
of the other diagonalA2A4, consequentlyP is the middle ofA1A3. Working in the
same way with sideA2A3 and the recyclerG2 it is seen thatP is also the middle
of A2A4, hence the quadrangle is a parallelogram.

5. A property of the Newton line

By the convention made above theNewton lineof a quadrangle, which is not
a parallelogram, is the line passing through the middles of the diagonals of the
associatedcompletequadrilateral. In this paragraph I assume that the quadrangle
of reference is not a parallelogram, thus has a Newton line. The points of this line
are then characterized by having their corresponding conjugate quadrangle strongly
periodic.

Theorem 11. Given a non-parallelogramic quadranglea = A1A2A3A4 and a
pointP on its Newton-line, the corresponding conjugate quadrangleb = B1B2B3B4

with respect toP is strongly periodic.

Before starting the proof I supply two lemmata which reduce the periodicity
condition to a simpler geometric condition that can be easily expressed in projec-
tive coordinates.

A

B

C

E

F

D P

STR

G

F'

E'

Newton-line

Figure 16. A fixed point

Lemma 12. Leta = EE
′
FF

′ be a quadrangle with diagonalsEF, E
′
F

′ and cor-
responding middles on themD, A. Draw fromA parallelsAB, AC correspond-
ingly to sidesFF

′
, F

′
E intersecting the diagonalEF correspondingly at points

B, C. For every pointP on the Newton-lineAD of the quadrangle linesPE, PF
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intersect correspondingly linesAC, AB at pointsS, T . LineST intersects the di-
agonalEF always at the same pointR, which is the harmonic conjugate of the
intersection pointG of the diagonals with respect toB, C.

The proof is carried out using barycentric coordinates with respect to triangle
ABC. Then pointsD, E, F , . . . on lineBC are represented using the correspond-
ing small letters for parametersD = B +dC, E = B + eC, F = B + fC, . . . (see
Figure 16). In additionP is represented through a parameterp in P = D + pA.
First we calculateE′

, F
′ in terms of these parameters:

E
′ = (f + g + 2fg)A − fB − (fg)C,

F
′ = (g − f)A + fB + fgC.

Then the coordinates ofS, T are easily shown to be:

S = pA + (d − e)C,

T = (pf)A + (f − d)B.

From these the intersection pointR of line ST with BC is seen to be:

R = (d − f)B + (f(d − e))C.

This shows thatR is independent of the value of parameterp hence the same for
all pointsP on the Newton-line. Some more work is needed to verify the claim
about its precise location on lineAB. For this the parallelismEF

′ to AC and the
fact thatD is the middle ofEF are proved to be correspondingly equivalent to the
two conditions:

g =
f(1 + e)

1 + f

, d =
f(e + 1) + e(f + 1)

(e + 1) + (f + 1)
.

These imply in turn the equation

g =
f(e − d)

d − f

,

which is easily shown to translate to the fact thatR is the harmonic conjugate ofG

with respect toB, C.

Lemma 13. Let a = ABCD be a quadrangle with diagonalsAC, BD and cor-
responding middles on themM, N . Draw from M parallels ME, MF corre-
spondingly to sidesAB, AD intersecting the diagonalBD at pointsE, F . Let
P be a point of the Newton-lineMN andS, T correspondingly the intersections
of line-pairs(PB, ME), (PD, MF ). The conjugate quadrangle ofP is periodic
precisely when the harmonic conjugate ofAP with respect toAB, AD is parallel
to ST .

In fact, consider the transformationG1 = F4 ◦ F3 ◦ F2 ◦ F1 composed by the
affine reflections with corresponding axesPC, PD, PA, PB. By the discussion
in the previous paragraph, the periodicity of the conjugate quadrilateral toP is
equivalent toG1 being the identity. SinceG1 is a shear and acts onBC in general
as a translation by a vectorv to show thatv = 0 it suffices to show that it fixes
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Figure 17. Equivalent problem

an arbitrary point onBC. This criterion applied to pointC means that forT ′ =
F2(C), S′ = F3(T

′) pointC ′ = F4(S
′) is identical withC (see Figure 17). Since

T, S are the middles ofCT
′
, CS

′, this implies the lemma.

A(1,0,0)

B(0,1,0)

D(0,0,1)

P

G(0,1,1)

M(1,1,1)

N(0,c,b)

F(0,c,a+c)

E(0,a+b,b)

R

S
T Q(t,0,1)

U

Q'

Figure 18. Representation in coordinates

Proof of the theorem: Because of the lemmata 12 and 13 one can consider the
variable pointP not as an independent point varying on the Newton-lineMN but
as a construct resulting by varying a line throughR which is the harmonic con-
jugate of the intersection pointG of the diagonals with respect toE, F . Such a
line intersects the parallelsME, MF to sidesAB, AD at S, T and determinesP
as intersection of linesBS, DT . Consider the coordinates defined by the projec-
tive basis (see Figure 18){A(1, 0, 0), B(0, 1, 0), D(0, 0, 1), M(1, 1, 1)}. Assume
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further that the line at infinity is represented by an equation in the form

ax + by + cz = 0.

Then all relevant points and lines of the figure can be expressed in terms of the
constants(a, b, c). In particular

ax − (a + c)y + cz = 0, ax + by − (a + b)z = 0, (c − b)x + by − cz = 0,

are the equations of linesMF, ME and the Newton-lineMN . PointR has coor-
dinates(0, a

′
, b

′), wherea
′ = (c − a − b), b

′ = (a + c − b). Assume further that
the parametrization of a line throughR is done by a pointQ(t, 0, 1) on lineAD.
This gives for lineRQ the equationRQ : a

′
x + (tb′)y − (ta′)z = 0. PointS has

coordinates(a′′, b′′, c′′) wherea
′′ = t(a′b−b

′(a+b)), b
′′ = a

′(a+b)−taa
′
, c

′′ =
a
′
b − tab

′. This gives forP the coordinates(ba′′, cc′′ − a
′′(c − b), bc′′) and

the coordinates of the intersection pointU of PA with RQ can be shown to be
U = c

′′
Q − (c + at)Q′, whereQ

′(tb′,−a
′
, 0) is the intersection point ofAB and

RQ. From these follows easily thatU is the middle ofQQ
′ showing the claim

according to Lemma 13.

Theorem 14. For a non-parallelogramic quadranglea = A1A2A3A4 only the
pointsP on its Newton-line have the corresponding conjugate quadrangleb =
B1B2B3B4 strongly periodic.

The previous theorem guarantees that all points of the Newton line have a strongly
periodic corresponding conjugate polygonb. Assume now that there is an addi-
tional pointP0, not on the Newton line, which has also a strongly periodic cor-
responding conjugate polygon. In addition fix a pointC1 on A1A2. Take then a
point P1 on the Newton line and consider linee = P0P1. By Lemma 8 the corre-
spondencef : e → A1A2 sending to each pointP ∈ e the end-pointCn+1 of the
polygon parallel to the conjugateb of a with respect toP starting at a fixed point
C1 is either a constant or a projective map. Sincef takes for two pointsP0, P1

the same value (namelyf(P0) = f(P1) = C1) this map is constant. Hence the
whole linee consists of points having corresponding conjugate polygon strongly
periodic. This implies that any point of the plane has the same property. In fact,
for an arbitrary pointQ consider a lineeQ passing throughQ and intersectinge
and the Newton line at two pointsQ0 andQ1. By the same reasoning as before we
conclude that all points of lineeQ have corresponding conjugate polygons strongly
periodic, henceQ has the same property. By Proposition 10 of the preceding para-
graph it follows that the quadrangle must be a parallelogram, hence a contradiction
to the hypothesis for the quadrangle.

6. The dual quadrangle

In this paragraph I consider a non-parallelogramic quadranglea = A1A2A3A4

and itsdualquadrangleb = B1B2B3B4, whose vertices are the intersections of the
sides of the quadrangle with the lines joining the intersection point of its diagonals
with the intersection points of its two pairs of opposite sides. After a preparatory
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lemma, Proposition 16 shows thatb is the conjugate polygon with respect to an
appropriate point on the Newton line, henceb is strongly periodic.

Lemma 15. Leta = A1A2A3A4 be a quadrangle and with diagonals intersecting
at E. Let also{F, G} be the two other diagonal points of its associated complete
quadrilateral. Let alsob = B1B2B3B4 be the dual quadrangle ofa.
(1) LineEG intersects the parallelA4N to the sideB1B4 of b at its middleM .
(2) SideB1B2 of b intersects the segmentMN at its middleO.

F

M

G

E
N

O

A1

A2 A3

A4
B1

B2

B3

B4

Figure 19. Dual property

MN/MA4 = 1, since Menelaus theorem applied to triangleA1NA4 with se-
cant lineB1B3G gives(B1N/B1A1)(MA4/MN)(GA1/GA4) = 1. ButB1N/B1A1 =
B4A4/B4A1 = GA4/GA1. Later equality because(B4, G) are harmonic conju-
gate to(A1, A4). Also ON/OM = 1, since the bundleB1(B2, B4, E, F ) is har-
monic. Thus the parallelNM to line B1B4 of the bundle is divided in two equal
parts by the other three rays of the bundle.

P

Q

G

N O

R

S

T
U

V

W

E

A3

B1

B2

B3

B4

A2

A1

D3

D1

F

A4

M

Figure 20. Dual is strongly periodic

Proposition 16. Let a = A1A2A3A4 be a quadrangle and with diagonals in-
tersecting atE. Let also{F, G} be the two other diagonal points of its cor-
responding complete quadrilateral and{P, Q, R} the middles of the diagonals
{A2A4, A1A3, FG} contained in the Newton line of the quadrilateral. Letb =



On the Newton line of a quadrilateral 97

B1B2B3B4 be the dual quadrangle ofa
(1)The four medians{A1D1, A2D2, A3D3, A4D4} of triangles{A1B1B4, A2B2B1,
A3B3B2, A4B4B3} respectively meet at a pointS on the Newton line.
(2) S is the harmonic conjugate of the diagonal middleR with respect to the two
others(P, Q).

Start with the intersection pointT of diagonalB2B4 with line A1R (see Figure
20). Draw fromT line TV parallel to sideA1A2 intersecting sideA3A4 at U.
Since the bundleF (V, T, U, A1) is harmonic andTV is parallel to rayFA1 of it
pointU is the middle ofTV . SinceA4(A1, W, T, R) is a harmonic bundle andR is
the middle ofFG, its rayA4T is parallel toFG. It follows thatA4TFV is a paral-
lelogram. ThusU is the middle ofA4F , hence the initial parallelTV to lineA1A2

passes through the middles of segments having one end-point atA4 and the other
on lineA1A2. Among them it passes through the middles of{A1A4, A4N, A4A2}
the last beingP the middle of the diagonalA2A4. Extend the medianA1D1 of
triangleA1B1B4 to intersect the Newton line atS. BundleA1(P, Q, S, R) is har-
monic. In fact, using Lemma 15 it is seen that it has the same traces on lineTV

with those of the harmonic bundleE(P, A1, M, T ). ThusS is the harmonic con-
jugate ofR with respect to(P, Q).

Remarks.(1) Poncelet in a preliminary chapter [10, Tome I, p. 308] to his cele-
bratedporism(see [2, Vol. II, pp. 203–209] for a modern exposition) examined
the idea ofvariablepolygonsb = B1 · · ·Bn havingall but oneof their vertices on
fixed lines (sides of another polygon) and restricted by having their sidesto pass
through corresponding fixed pointsE1, · · · , En. Maclaurin had previously shown
that in the case of triangles (n = 3) the free vertex describes a conic([11, p. 248]).
This generalizes to polygons with arbitrary many sides. If the fixed points through
which pass the variable sides arecollinear then the free vertex describes a line ([10,
Tome 2, p. 10]). This is the case here, since the fixed points are the points on the
line at infinity determining the directions of the sides of the inscribed polygons.

(2) In fact one could formulate the problem handled here in a somewhat more
general frame. Namely consider polygons inscribed in a fixed polygona = A1 · · ·An

and having their sides passing through corresponding fixedcollinear points. This
case though can be reduced to the one studied here by a projectivityf sending the
line carrying the fixed points to the line at infinity. The more general problem lives
of course in the projective plane. In this frame the affine reflectionsFi, considered
above, are replaced byharmonic homologies([5, p. 248]). The center of each
Fi is the corresponding fixed pointEi through which passes a sideBiBi+1 of the
variable polygon. The axis of the homology is the polar of this fixed point with
respect to the side-pair(Ai1Ai, AiAi+1) of the fixed polygon. The definitions of
periodicity and the related results proved here transfer to this more general frame
without difficulty.

(3) Though I am speaking all the time about a quadrangle, the property proved in
§5 essentially characterizes the associatedcomplete quadrilateral. If a pointP has
a periodic conjugate with respect to one, out of the three, quadrangles embedded
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in the complete quadrilateral then it has the same property also with respect to the
other two quadrangles embedded in the quadrilateral.
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Folding a Square to Identify Two Adjacent Sides

Cristinel Mortici

Abstract. The purpose of this paper is to establish some properties that appear
in a square cut by two rays at 45 degrees passing through a vertex of the square.
Elementary proofs and other interesting comments are provided.

1. A simple problem and a reformulation

The starting point of this work is the following problem from [3], partially dis-
cussed in [4].1

Proposition 1. Two pointsM andN on the hypotenuseBD of the isosceles, right-
angled triangleABD, with M betweenB andN , define an angle∡MAN = 45◦

if and only ifBM
2 + ND

2 = MN
2 (see Figure 1).

A
B

D

M

N

45
◦

Figure 1

1

x

y

A
B

D

M

N

R

Figure 3

Proof. Let R be the midpoint ofBD so thatAR = BR = BR, andAR is an
altitude of triangleABD. We assumeAR = 1 and denoteRM = x, RN = y

(see Figure 3). Note that

tan(∡MAN) = tan(∡MAR + ∡NAR) =
x + y

1 − xy

= 1.

It follows that∡MAN = 45◦ if and only if x + y = 1 − xy. On the other hand,
BM

2 +ND
2 = MN

2 if and only if (1−x)2 +(1−y)2 = (x+y)2. Equivalently,
x + y = 1 − xy, the same condition for∡MAN = 45◦. �

Publication Date: April 27, 2009. Communicating Editor: Paul Yiu.
The author thanks Paul Yiu and an anonymous referee for their helps inimprovement of this

paper.
1This problem (erroneously attributed to another author in [1]) was considered by Boskoff and

Suceav̆a as an example of an elliptic projectivity characterized by the Pythagoreanrelation.
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This necessary and sufficient condition assumes new, interesting forms ifwe
consider the isosceles right triangle as a half-square, and fold the adjacent sides
AB andAC along the linesAM andAN . Without loss of generality we assume
AB = AC = 1.

Theorem 2. Let ABCD be a unit square. Two half-lines throughA meet the
diagonalBD at M andN , and the sidesBC, CD at M andP andQ respectively
(see Figure 2). AssumeAP 6≡ AQ.

A
B

D

M

N

C

P

Q

Figure 2

The following statements are equivalent:
(i) ∡PAQ = 45◦.
(ii) MN

2 = BM
2 + ND

2.
(iii) The perimeter of triangleCPQ is equal to2.
(iv) PQ = BP + QD.
(v) The distance fromA to linePQ is equal to1.
(vi) The area of triangleAMN is half of the area of triangleAPQ.
(vii) PQ =

√
2 · MN .

(viii) PQ
2 = 2(BM

2 + ND
2).

(ix) The line passing throughA andMQ ∩ NP is perpendicular onPQ.
(x) AN = NP .
(xi) AM = MQ.

Remark.In the excluded caseAP = AQ, statement (ix) does not imply the other
statements.

Proof of Theorem 2.With Cartesian coordinatesA(0, 0), B(1, 0), C(1, 1), D(0, 1)
andP (1, a), Q(b, 1) for some distincta, b ∈ (0, 1), we haveM( 1

1+a
,

a
1+a

) and

N( b
1+b

,
1

1+b
). Then (i)-(xi) are each equivalent to

a + b + ab = 1. (1)

This is clear from the following, which are obtained from routine calculations.
(i): tan ∡PAQ = 1 − a+b+ab−1

a+b
.

(ii): MN
2 − BM

2 − ND
2 = −2(a+b+ab−1)

(b+1)(a+1)
.
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(iii, iv): (PQ−BP −QD) + 2 = CP + PQ + QC = 2− 2(a+b+ab−1)

a+b+
√

(1−a)2+(1−b)2
.

(v): dist(A, PQ) = 1 + (1−a)(1−b)(a+b+ab−1)

(1−ab+
√

(1−a)2+(1−a)2)
√

(1−a)2+(1−b)2
.

(vi): area[AMN ]

area[APQ]
= 1

2
+ a+b+ab−1

2(1+a)(1+b)
.

(vii): PQ
2 − 2MN

2 = (ab + a + b − 1) · (a+b)(a−b)2+(ab3+a3b+a2+b2+2−6ab)

(1+a)2(1+b)2
.

(viii): PQ
2 − 2(BM

2 + ND
2) = (a + b + ab − 1) · f(a, b), where

f(a, b) :=
−4a − 4b − ab

2 − a
2
b + ab

3 + a
3
b − 10ab + a

2 + a
3 + b

2 + b
3 − 2

(a + 1)2(b + 1)2
.

(ix): If O is the intersection ofPN andQN , then

mAOmPQ = −1 +
(a − b)(a + b + ab − 1)

b(1 − b)(a + 1)
.

(x): AN
2 − NP

2 = (a + b + ab − 1) · 1−a
1+b

.

(xi) AM
2 − MQ

2 = (a + b + ab − 1) · 1−b
1+a

.
The expression (vii) is indeed equivalent with (1), if we take into accountthat

a
2 + b

2 + a
3
b + ab

3 + 1 + 1

6
>

6
√

a
2 · b2 · a3

b · ab
3 · 1 · 1 = ab.

For (viii), we prove that thef(a, b) < 0 for a, b ∈ [0, 1]. This is because,
regarded as a function ofa ∈ [0, 1], f

′′(a) = 6a + 6ab + 2(1 − b) > 0. Since
f(0) < 0 andf(1) < 0, we conclude thatf(a) < 0 for a ∈ [0, 1]. �

2. A simple geometric proof of (i) ⇔ (ii)

Statement (ii) clearly suggests a right triangle with sides congruent toBM , ND

andMN . One way to do this is indicated in Figure 5, whereM
′ is chosen such

that the segmentDM
′ is perpendicular toBD and is congruent toBM . Under

the hypothesis (ii), we haveM ′
N = MN . Moreover,∆AMB ≡ ∆AM

′
D,

and∡MAM
′ = 90◦. It also follows that the trianglesAMN andAM

′
N have

three pairs of equal corresponding sides, and are congruent. Fromthis,∡MAN =
∡NAM

′ = 45◦. This shows that (ii)=⇒ (i).

A
B

D

M

N

M
′

Figure 5

A
B

D

M

N

E

Figure 6
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Another idea is to build an auxiliary right triangle with the hypotenuseMN ,
whose legs have lengths equal toBM andND. This is based on the simple idea
of folding the half-squareABD alongAM andAN to identify the adjacent sides
AB andAC. LetE be the reflection ofB in the lineAM (see Figure 6). Note that
BM = ME. Assuming∡MAN = 45◦, we see thatE is also the reflection of
D in the lineAN . Now the trianglesAMB andAME are congruent, so are the
trianglesANE andAND. Thus,∡MEN = ∡MEA + ∡NEA = ∡MBA +
∡NDA = 45◦ + 45◦ = 90◦. By the Pythagorean theorem,MN

2 = ME
2 +

EN
2 = BM

2 + ND
2. This shows that (i)=⇒ (ii).

3. A generalization

V. Proizolov has given in [6] the following nice result illustrating the beauty of
the configuration of Theorem 2.

Proposition 3. If M andN are points inside a squareABCD such that∡MAN =
∡MCN = 45◦, thenMN

2 = BM
2 + ND

2 (see Figure 8).

A
B

D

M

N

C

Figure 8

A
B

D

M

N

C

E

F

Figure 8A

This situation can be viewed as a surprising extension from the case of triangle
ABD in Figure 6 is distorted into the polygonABMND. In fact, by consid-
ering the symmetric of triangleABD with respect to hypotenuseBD in Figure
1, a particular case of Proposition 3 is obtained. This analogy carries over to the
general case. More precisely, we try to use the auxiliary construction from Fig-
ure 6, namely to consider the pointE such that the trianglesANE andAND are
symmetric and also the trianglesAME andAMB are symmetric.

Let F be analogue defined, starting from the vertexC (see Figure 8A).
It follows that∡MEN+∡MFN = 180◦, as the sum of the angles∡B and∡D

of the square. But the trianglesMEN andMFN are congruent, so∡MEN =
∡MFN = 90◦. The conclusion follows now from Pythagorean theorem applied
in triangleMEN .
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4. Rotation of the square

We show how to use the above auxiliary constructions to establish further inter-
esting results. Complete the right triangleABD from Figure 5 to an entire square
ABCD. TriangleADM

′ is obtained by rotating triangleABM aboutA, through
90◦. This fact suggests us to make a clockwise rotation with centerA of the entire
figure to obtain the squareADST (see Figure 9).

Denote the points corresponding toM , N , P , Q by M
′, N ′, P ′, Q′ respectively.

Assume that∡PAQ = 45◦, or equivalently,MN
2 = MB

2 + ND
2.

A

B

D

M

N

C

P

Q

T

S P
′

Q
′

M
′

N
′

Figure 9

From∆APQ ≡ ∆AP
′
Q it follows thatPQ = P

′
Q. If AB = 1, then

2 = SC = SP
′ + P

′
Q + QC = CP + PQ + QC

and we obtained the implication (i)=⇒ (iii).
The converse (iii)=⇒ (i) was first stated by A. B. Hodulev in [2].

5. Secants, tangents and lines external to a circle

We begin this section with an interesting question. AssumingABCD a unit
square, how can we construct pointsP , Q such that the perimeter of trianglePQC

is equal to2? As we have already seen, one method is to make∡PAQ = 45◦.
Alternatively, note that the perimeter of trianglePQC is equal to2 if and only if
PQ = BP + DQ. This characterization allows us to construct pointsP , Q on the
sides with the required property.

If we draw the arc with centerA, passing throughB andD, then every tan-
gent line meeting the circle atT and the sides atP andQ determines the triangle
∆PQC of perimeter2, becausePT = PB andQT = QD (see Figure 10).

Moreover, ifPQ does not meet the arc, then the length ofPQ is less than the
parallel tangentP ′

Q
′ to the circle (see Figure 11). Consequently, if a segmentPQ

does not meet the circle, then∡PAQ < 45◦. On the other hand, ifPQ meets the
circle twice, then∡PAQ > 45◦.

We summarize these in the following theorem.
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Theorem 4. Let ABCD be a unit square, andP , Q be points on the sidesBC

andCD respectively. Consider the quadrantω of the circle with centerA, passing
throughB andD.
(a)∡PAQ = 45◦ if and only ifPQ is tangent toω. Equivalently, the perimeter of
trianglePQC is equal to2.
(b) ∡PAQ > 45◦ if and only ifPQ intersectsω at two points. Equivalently, the
perimeter of trianglePQC is greater than2.
(c) ∡PAQ < 45◦ if and only ifPQ is exterior toω. Equivalently, the perimeter of
trianglePQC is less than2.

6. Comparison of areas

The implication (i) =⇒ (vi) was first discovered by Z. G. Gotman in [1].
In Figure 12 below, observe that the quadrilateralsABPN andADQM are

cyclic, respectively because∡NAP = ∡NBP and∡MAQ = ∡MDQ.

A
B

D

M

N

C

P

Q

T

Figure 12

Consequently,AMQ andANP are isosceles right-angled triangles. Hence,

SAMN

SAPQ

=
AM · AN

AP · AQ

=
AM

AQ

·
AN

AP

=
1
√

2
·

1
√

2
=

1

2
.
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Now we establish the implication (i)=⇒ (ix).
In triangle∆APQ, QM andPN are altitudes, so the radiusAT from Figure

10 is in fact the third altitude of the triangle∆APQ.
We can continue with the identifications, making use of the congruences∆APB ≡

∆APT and∆AQD ≡ ∆AQT . We deduce thatTM = MB andTN = ND. It
follows that

MN
2 = MT

2 + TN
2 = BM

2 + ND
2
.

Remark.The pointE from Figure 6, coinciding with the pointT from Figure 12,
is more interesting than we have initially thought. It lies on the circumcircle of the
given triangleABD.

7. Two pairs of congruent segments

The implications (i)=⇒ (x) and (xi) follow from the fact thatANP andAMQ

are isosceles right-angled triangles.
For the converses, let us assume by way of contradiction that∡MAN1 = 45◦,

with N1 in BD, distinct fromN . ThenAN1 = N1P . As we have alsoAN = NP ,
it follows that NN1 and consequentlyBD is the perpendicular bisector ofAP ,
which is absurd.

8. Concluding remarks

Now let us return for a short time to the opposite angles drawn in Figure 8. Itis
the moment to celebrate the contribution of V. Proizvolov which proves in [5] the
following nice result.

Proposition 5. If M andN are points inside a squareABCD such that∡MAN =
∡MCN = 45◦, then

SMCN + SMAB + SNAD = SMAN + SMBC + SNCD.

Having at hand the previous construction from Figure 8A (whereF is defined
by the conditions∆CND ≡ ∆CNF and∆CMB ≡ ∆CMF ), we have

SMCN + SMAB + SNAD = SMCN + SAMEN = SAMCN + SMEN .

Similarly,SMAN +SMBC+SNCD = SAMCN+SMFN and the conclusion follows
from the congruence of the trianglesMEN andMFN .

We mention for example that the idea of folding a square as in Figure 6 leads to
new results under weaker hypotheses. Indeed, if we consider that piece of paper as
an isosceles triangle, not necessarily right-angled, then similar results hold. Thus,
if triangleABD is isosceles, then in triangleMEN , the angle∡MEN is the sum
of angles∡ABD and∡ADB. Consequently, by applying the law of cosines to
triangleMEN , we obtain the following extension of Proposition 1.

Proposition 6. Let M andN be two points on sideBD of the isosceles triangle
ABD such that the angle∡MAN = 1

2
∡BAD. Then

MB
2 − MN

2 + DN
2 = −2MB · DN cos A.
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Another interesting extension is the following problem proposed by the author
at the 5th Selection Test of the Romanian Team participating at 44th IMO Japan
2003.

Problem. Find the angles of a rhombusABCD with AB = 1 given that on
sidesCD (CB) there exist pointsP, respectiveQ such that the angle∡PAQ =
1

2
∡BAD and the perimeter of triangleCPQ is equal to2.

A
B

DC P

Q

E

Figure 13

Let E be as in Figure 13 such that∆APD ≡ ∆AEB. In fact we rotate triangle
APD aboutA and what it is interesting for us is thatPQ = QE andPD = BE.
Now, the equalityPQ = PD + QB can be written asQE = BE + QB, so the
pointsQ, B, E are collinear.

This is possible only whenABCD is square.
Finally, we consider replacing the square in Theorem 2 by a rhombus. Proposi-

tion 7 below was proposed by the author as a problem for the 12th Edition of the
Clock-Tower School Competition, R̂amnicu V̂alcea, Romania, 2009, then given
at the first selection test for the Romanian team participating at the Junior Balkan
Mathematical Olympiad, Neptun-Constanta, April, 15-th, 2009.

Proposition 7. LetABCD be a rhombus. Two rays throughA meet the diagonal
BD at M , N , and the sidesBC and CD at P , Q respectively(see Figure 14).
ThenAN = NP if and only ifAM = MQ.

B
A

D C
Q

N

P

M

N1

Figure 14
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Proof. The key idea is that the statementsAN = NP andAM = MQ are equiv-
alent to∡PAQ = 1

2
∡ABC.

First, if ∡PAQ = 1

2
∡ABC, then∡NAP = ∡NBP , and the quadrilateral

ABPN is cyclic. As∡ABN = ∡PBN , we haveAN = NP .
For the converse, we considerN1 on BD such that∡PAN1 = 1

2
∡BAD. As

above, we getAN1 = N1P . ButAN = NP so thatBD must be the perpendicular
bisector of the segmentAP . This is absurd. �
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An Extension of Triangle Constructions
from Located Points

Harold Connelly

Abstract. W. Wernick has tabulated139 triangle construction problems using a
list of sixteen points associated with the triangle. We add four points to his list
and find an additional140 construction problems.

William Wernick [3] and Leroy Meyers [2] discussed the problem of construct-
ing a triangle with ruler and compass given the location of three points associated
with the triangle. Wernick tabulated all the significantly distinct problems that
could be formed from the following list of sixteen points:

A, B, C Three vertices
Ma, Mb, Mc Three midpoints of the sides
Ha, Hb, Hc Three feet of the altitudes
Ta, Tb, Tc Three feet of the internal angle bisectors
G, H, I, O The centroid, orthocenter, incenter and circumcenter

Wernick found139 triples that could be made from these points. They can be
divided into the following four distinct types:

R – Redundant. Given the location of two of the points of the triple, the location
of the third point is determined. An example would be:A, B, Mc.

L – Locus Restricted. Given the location of two points, the third must lie on a
certain locus. Example:A, B, O.

S – Solvable. Known ruler and compass solutions exist for these triples.
U – Unsolvable. By using algebraic means, it is possible to prove that no ruler

and compass solution exists for these triples. Example:O, H, I; see [1, 4].
To extend the work of Wernick and Meyers, we add the following four points to

their list:
Ea, Eb, Ec Three Euler points, which are the midpoints between

the vertices and the orthocenter
N The center of the nine-point circle.

Tabulated below, along with their types, are all of the140 significantly distinct
triples that can be formed by adding our new points to the original sixteen. Prob-
lems that remain unresolved as to type are left blank. In keeping with the spirit

Publication Date: May 11, 2009. Communicating Editor: Paul Yiu.
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of Wernick’s article, we have listed all of the possible combinations of points that
are significantly distinct, even though many of them are easily converted, using re-
dundancies, to problems in Wernick’s list. We point out that although many ofthe
problems are quite simple, a few provide a fine challenge. Our favorites include
A, Eb, G (Problem17) andEa, Eb, O (Problem50).

1. A,B,Ea S 36. A,Ma, N S 71. Ea,H, Tb U 106. Ea,Mb, Tc

2. A,B,Ec S 37. A,Mb, N S 72. Ea,Ha,Hb S 107. Ea, N,O S
3. A,B,N S 38. A,N,O S 73. Ea,Ha, I S 108. Ea, N, Ta

4. A,Ea, Eb S 39. A,N, Ta 74. Ea,Ha,Ma L 109. Ea, N, Tb

5. A,Ea, G S 40. A,N, Tb 75. Ea,Ha,Mb S 110. Ea, O, Ta

6. A,Ea,H R 41. Ea, Eb, Ec S 76. Ea,Ha, N L 111. Ea, O, Tb

7. A,Ea,Ha L 42. Ea, Eb, G S 77. Ea,Ha, O S 112. Ea, Ta, Tb

8. A,Ea,Hb L 43. Ea, Eb,H S 78. Ea,Ha, Ta L 113. Ea, Tb, Tc

9. A,Ea, I S 44. Ea, Eb,Ha S 79. Ea,Ha, Tb 114. G,H,N R
10. A,Ea,Ma S 45. Ea, Eb,Hc S 80. Ea,Hb,Hc L 115. G,Ha, N S
11. A,Ea,Mb S 46. Ea, Eb, I U 81. Ea,Hb, I 116. G, I,N U
12. A,Ea, N S 47. Ea, Eb,Ma L 82. Ea,Hb,Ma L 117. G,Ma, N S
13. A,Ea, O S 48. Ea, Eb,Mc S 83. Ea,Hb,Mb S 118. G,N,O R
14. A,Ea, Ta S 49. Ea, Eb, N L 84. Ea,Hb,Mc S 119. G,N, Ta U
15. A,Ea, Tb U 50. Ea, Eb, O S 85. Ea,Hb, N L 120. H,Ha, N S
16. A,Eb, Ec S 51. Ea, Eb, Ta 86. Ea,Hb, O S 121. H, I,N U
17. A,Eb, G S 52. Ea, Eb, Tc U 87. Ea,Hb, Ta 122. H,Ma, N S
18. A,Eb,H S 53. Ea, G,H S 88. Ea,Hb, Tb U 123. H,N,O R
19. A,Eb,Ha S 54. Ea, G,Ha S 89. Ea,Hb, Tc 124. H,N, Ta U
20. A,Eb,Hb L 55. Ea, G,Hb S 90. Ea, I,Ma S 125. Ha,Hb, N L
21. A,Eb,Hc S 56. Ea, G, I 91. Ea, I,Mb 126. Ha, I,N S
22. A,Eb, I 57. Ea, G,Ma S 92. Ea, I,N S 127. Ha,Ma, N L
23. A,Eb,Ma S 58. Ea, G,Mb S 93. Ea, I, O 128. Ha,Mb, N L
24. A,Eb,Mb S 59. Ea, G,N S 94. Ea, I, Ta 129. Ha, N,O S
25. A,Eb,Mc S 60. Ea, G,O S 95. Ea, I, Tb 130. Ha, N, Ta

26. A,Eb, N S 61. Ea, G, Ta 96. Ea,Ma,Mb L 131. Ha, N, Tb

27. A,Eb, O S 62. Ea, G, Tb 97. Ea,Ma, N R 132. I,Ma, N S
28. A,Eb, Ta 63. Ea,H,Ha L 98. Ea,Ma, O S 133. I,N,O U
29. A,Eb, Tb 64. Ea,H,Hb L 99. Ea,Ma, Ta 134. I,N, Ta

30. A,Eb, Tc 65. Ea,H, I S 100. Ea,Ma, Tb 135. Ma,Mb, N L
31. A,G,N S 66. Ea,H,Ma S 101. Ea,Mb,Mc S 136. Ma, N,O S
32. A,H,N S 67. Ea,H,Mb S 102. Ea,Mb, N L 137. Ma, N, Ta

33. A,Ha, N S 68. Ea,H,N S 103. Ea,Mb, O S 138. Ma, N, Tb

34. A,Hb, N S 69. Ea,H,O S 104. Ea,Mb, Ta 139. N,O, Ta U
35. A, I,N 70. Ea,H, Ta S 105. Ea,Mb, Tb 140. N, Ta, Tb

Many of the problems in our list can readily be converted to one in Wernick’s
list. Here are those by the application of a redundancy.
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Problem 5 7 8 9 10 11 13 14 15 31 32 38
Wernick 40 45 50 57 24 33 16 55 56 16 16 16

Problem 53 63 64 65 66 67 69 70 71
Wernick 40 45 50 57 24 33 16 55 56

Problem 115 116 117 119 120 121 122 124 129 133 136 139
Wernick 75 80 66 79 75 80 66 79 75 80 66 79

A few solutions follow.

Problem 41. Given pointsEa, Eb, Ec.
Solution. The orthocenter of triangleEaEbEc is also the orthocenter,H, of triangle
ABC. SinceEa is the midpoint ofAH, A can be found. Similarly,B andC.

Problem 50. Given pointsEa, Eb, O.
Solution. LetP andQ be the midpoints ofEaO andEbO, respectively. LetR
be the reflection ofP throughQ. The line throughEb, perpendicular toEaEb,
intersects the circle with diameterOR atMa. The circumcircle, with centerO and
radiusEaMa, intersectsMaR at B andC. The line throughEa perpendicular to
BC intersects the circumcircle atA. There are in general two solutions.

Ea

Eb

O

P

Q

Ma

MbMc

R

A

B C

Figure 1.

Proof. In parallelogramOMaEbMc, since diagonals bisect each other,Q is the
midpoint ofMaMc (see Figure 1). Similarly,P is the midpoint ofMbMc. Since
Q is also the midpoint ofPR, PMaRMc is also a parallelogram andR must lie
onBC. Therefore, the circle with diameterOR is a locus forMa. SinceMaEb is
perpendicular toEaEb, the line throughEb perpendicular toPQ is a second locus
for Ma. �

Problem 72. Given pointsEa, Ha, Hb.
Solution. The line through Ha perpendicular to the lineEaHa is the sideBC.
All three given points lie on the nine-point circle, so it can be found. The second
intersection of the nine-point circle with BC givesMa. The circle withMa as
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center and passing throughHb intersects the sideBC at B andC. Finally, CHb

intersectsEaHa atA.

Problem 103. Given pointsEa, Mb, O.
Solution. The line throughMb, perpendicular toMbO is AC. ReflectingAC

throughEa, then dilating this line withO as center and ratio1
2

and finally inter-
secting this new line with the perpendicular bisector ofEaMb givesN . Reflecting
O throughN givesH. EaH intersectsAC atA. The circumcircle, with centerO
passing throughA, intersectsAC again atC. The perpendicular fromH to AC

intersects the circumcircle atB.
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Characterizations of a Tangential Quadrilateral

Nicuşor Minculete

Abstract. In this paper we will present several relations about the tangential
quadrilaterals; among these, we have that the quadrilateralABCD is tangential
if and only if the following equality

1

d(O, AB)
+

1

d(O, CD)
=

1

d(O, BC)
+

1

d(O, DA)

holds, whereO is the point where the diagonals of convex quadrilateralABCD

meet. This is equivalent to Wu’s Theorem.

A tangential quadrilateral is a convex quadrilateral whose sides all tangent to a
circle inscribed in the quadrilateral.1 In a tangential quadrilateral, the four angle bi-
sectors meet at the center of the inscribed circle. Conversely, a convexquadrilateral
in which the four angle bisectors meet at a point must be tangential. A necessary
and sufficient condition for a convex quadrilateral to be tangential is thatits two
pairs of opposite sides have equal sums (see [1, 2, 4]). In [5], Marius Iosifescu
proved that a convex quadrilateralABCD is tangential if and only if

tan
x

2
· tan

z

2
= tan

y

2
· tan

w

2
,

wherex, y, z, w are the measures of the anglesABD, ADB, BDC, andDBC

respectively (see Figure 1). In [3], Wu Wei Chao gave another characterization of
tangential quadrilaterals. The two diagonals of any convex quadrilateraldivide the
quadrilateral into four triangles. Letr1, r2, r3, r4, in cyclic order, denote the radii
of the circles inscribed in each of these triangles (see Figure 2). Wu found that the
quadrilateral is tangential if and only if

1

r1

+
1

r3

=
1

r2

+
1

r4

.

In this paper we find another characterization (Theorem 1 below) of tangential
quadrilaterals. This new characterization is shown to be equivalent to Wu’s condi-
tion and others (Proposition 2).

Consider a convex quadrilateralABCD with diagonalsAC andBD intersect-
ing atO. Denote the lengths of the sidesAB, BC, CD, DA by a, b, c, d respec-
tively.

Publication Date: May 26, 2009. Communicating Editor: Paul Yiu.
The author thanks an anonymous referee for his opinions leading to an improvement of a prior

verions of this paper.
1Tangential quadrilateral are also known as circumscriptible quadrilaterals, see [2, p.135].
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A

B

C

D

O

x
w

y

z

Figure 1

A

B

C

D

O

r3

r2

r1

r4

Figure 2

Theorem 1. A convex quadrilateral ABCD with diagonals intersecting at O is
tangential if and only if

1

d(O, AB)
+

1

d(O, CD)
=

1

d(O, BC)
+

1

d(O, DA)
, (1)

where d(O, AB) is the distance from O to the line AB etc.

Proof. We first express (1) is an alternative form. Consider the projectionsM , N ,
P andQ of O on the sidesAB, BC, CD, DA respectively.

A

B

C

D

O

M

N

P

Q

Figure 3
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Let AB = a, BC = b, CD = c, DA = d. It is easy to see

OM

d(C, AB)
=

AO

AC

=
OQ

d(C, AD)
,

OM

d(D, AB)
=

BO

BD

=
ON

d(D, BC)
,

ON

d(A, BC)
=

OC

AC

=
OP

d(A, DC)
.

This means

OM

b sin B

=
OQ

c sinD

,

OM

d sinA

=
ON

c sinC

,

ON

a sinB

=
OP

d sinD

.

The relation (1) becomes

1

OM

+
1

OP

=
1

ON

+
1

OQ

,

which is equivalent to

1 +
OM

OP

=
OM

ON

+
OM

OQ

,

or

1 +
a sinA sinB

c sinC sinD

=
d sinA

c sinC

+
b sinB

c sinD

.

Therefore (1) is equivalent to

a sinA sin B + c sinC sinD = b sinB sin C + d sinD sinA. (2)

Now we show thatABCD is tangential if and only if (2) holds.
(⇒) If the quadrilateralABCD is tangential, then there is a circle inscribed in

the quadrilateral. Letr be the radius of this circle. Then

a = r

(

cot
A

2
+ cot

B

2

)

, b = r

(

cot
B

2
+ cot

C

2

)

,

c = r

(

cot
C

2
+ cot

D

2

)

, d = r

(

cot
D

2
+ cot

A

2

)

.
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Hence,

a sinA sin B = r

(

cot
A

2
+ cot

B

2

)

· 4 sin
A

2
cos

A

2
sin

B

2
cos

B

2

= 4r

(

cos
A

2
sin

B

2
+ cos

B

2
sin

A

2

)

cos
A

2
cos

B

2

= 4r sin
A + B

2
cos

A

2
cos

B

2

= 4r sin
C + D

2
cos

A

2
cos

B

2

= 4r

(

cos
D

2
sin

C

2
+ cos

C

2
sin

D

2

)

cos
A

2
cos

B

2

= 4r

(

tan
C

2
+ tan

D

2

)

cos
A

2
cos

B

2
cos

C

2
cos

D

2
.

Similarly,

b sin B sinC = 4r

(

tan
D

2
+ tan

A

2

)

cos
A

2
cos

B

2
cos

C

2
cos

D

2
,

c sinC sinD = 4r

(

tan
A

2
+ tan

B

2

)

cos
A

2
cos

B

2
cos

C

2
cos

D

2
,

d sinD sinA = 4r

(

tan
B

2
+ tan

C

2

)

cos
A

2
cos

B

2
cos

C

2
cos

D

2
.

From these relations it is clear that (2) holds.
(⇐) We assume (2) andABCD not tangential. From these we shall deduce a

contradiction.

x

z
y

A

B C

D

C
′

D
′

T

D
′′

Figure 4.

Case 1. Suppose the opposite sides ofABCD are not parallel.
Let T be the intersection of the linesAD andBC. Consider the incircle of

triangleABT (see Figure 4). Construct a parallel to the sideDC which is tangent
to the circle, meeting the sidesBC andDA atC ′ andD

′ respectively. LetBC
′ =
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b
′, C

′
D

′ = c
′, D

′
A = d

′, C
′
C = x, D

′′
D

′ = y, andD
′
D = z, and whereD′′ is

the point onC ′
D

′ such thatC ′
CDD

′′ is a parallelogram. Note that

b = b
′ + x, c = c

′ − y, d = d
′ + z.

Since the quadrilateralABC
′
D

′ is tangential, we have

a sinA sin B + c
′ sinC sinD = b

′ sin B sinC + d
′ sinD sin A. (3)

Comparison of (2) and (3) gives

a sinA sin B + c sinC sinD = b sinB sin C + d sinD sinA,

we have
−y sinC sinD = x sinB sinC + z sin D sinA.

This is a contradiction sincex, y, z all have the same sign,2 and the trigonometric
ratios are all positive.

Case 2. Now supposeABCD has a pair of parallel sides, sayAD andBC.
Consider the circle tangent to the sidesAB, BC andDA (see Figure 5).

x

x

A

B C

D

C
′

D
′

Figure 5.

Construct a parallel toDC, tangent to the circle, and intersectingBC, DA at
C

′ andD
′ respectively. LetC ′

C = D
′
D = x, BC

′ = b
′, andD

′
A = d

′. 3 Clearly,
b
′ = b − x, d = d

′ + x, andC
′
D

′ = CD = c. Since the quadrilateralABC
′
D

′ is
tangential, we have

a sinA sinB + c sinC sinD = b
′ sinB sin C + d

′ sinD sinA. (4)

Comparing this with (2), we havex(sinB sin C + sinD sinA) = 0. Sincex 6= 0,
sinA = sinB andsinC = sinD, this reduces to2 sinA sin C = 0, a contradic-
tion. �

Proposition 2. Let O be the point where the diagonals of the convex quadrilateral
ABCD meet and r1, r2, r3, and r4 respectively the radii of the circles inscribed in
the triangles AOB, BOC, COD and DOA respectively. The following statements
are equivalent:

2In Figure 4, the circle does not intersect the sideCD. In case it does, we treatx, y, z as negative.
3Again, if the circle intersectsCD, thenx is regarded as negative.
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(a) 1

r1
+ 1

r3
= 1

r2
+ 1

r4
.

(b) 1

d(O,AB)
+ 1

d(O,CD)
= 1

d(O,BC)
+ 1

d(O,DA)
.

(c) a
∆AOB

+ c
∆COD

= b
∆BOC

+ d
∆DOA

.
(d) a · ∆COD + c · ∆AOB = b · ∆DOA + d · ∆BOC.
(e)a · OC · OD + c · OA · OB = b · OA · OD + d · OB · OC.

Proof. (a)⇔ (b). The inradius of a triangle is related to the altitudes by the simple
relation

1

r

=
1

ha

+
1

hb

+
1

hc

.

Applying this to the four trianglesAOB, BOC, COD, andDOA, we have
1

r1

=
1

d(O, AB)
+

1

d(A, BD)
+

1

d(B, AC)
,

1

r2

=
1

d(O, BC)
+

1

d(C, BD)
+

1

d(B, AC)
,

1

r3

=
1

d(O, CD)
+

1

d(C, BD)
+

1

d(D, AC)
,

1

r4

=
1

d(O, DA)
+

1

d(A, BD)
+

1

d(D, AC)
.

From these the equivalence of (a) and (b) is clear.
(b)⇔ (c) is clear from the fact that 1

d(O,AB)
= a

a·d(O,AB)
= a

2∆AOB
etc.

The equivalence of (c), (d) and (e) follows from follows from

∆AOB =
1

2
· OA · OB · sinϕ

etc., whereϕ is the angle between the diagonals. Note that

∆AOB · ∆COD = ∆BOC · ∆DOA =
1

4
· OA · OB · OC · OD · sin2

ϕ.

�
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A Note on the Anticomplements of the Fermat Points

Cosmin Pohoata

Abstract. We show that each of the anticomplements of the Fermat points is
common to a triad of circles involving the triangle of reflection. We also gen-
erate two new triangle centers as common points to two other triads of circles.
Finally, we present several circles passing through these new centersand the
anticomplements of the Fermat points.

1. Introduction

The Fermat pointsF± are the common points of the lines joining the vertices of
a triangleT to the apices of the equilateral triangles erected on the corresponding
sides. They are also known as the isogonic centers (see [2, pp.107, 151]) and are
among the basic triangle centers. In [4], they appear as the triangle centers X13

andX14. Not much, however, is known about their anticomplements, which are
the pointsP± which divideF±G in the ratioF±G : GP± = 1 : 2.

Given triangleT with verticesA, B, C,
(i) let A

′, B′, C ′ be the reflections of the verticesA, B, C in the respective opposite
sides, and
(ii) for ε = ±1, let Aε, Bε, Cε be the apices of the equilateral triangles erected
on the sidesBC, CA, AB of triangleABC respectively, on opposite or the same
sides of the vertices according asε = 1 or−1 (see Figures 1A and 1B).

Theorem 1. For ε = ±1, the circumcircles of triangles A
′
BεCε, B′

CεAε, C ′
AεBε

are concurrent at the anticomplement P−ε of the Fermat point F−ε.

2. Proof of Theorem 1

For ε = ±1, let Oa,ε be the center of the equilateral triangleAεBC; similarly
for Ob,ε andOc,ε.

(1) We first note thatOa,−ε is the center of the circle throughA′, Bε, and
Cε. Rotating triangleOa,εAB throughB by an angleε · π

3
, we obtain triangle

Oa,−εCεB. Therefore, the triangles are congruent andOa,−εCε = Oa,εA. Simi-
larly, Oa,−εBε = Oa,εA. Clearly,Oa,εA = Oa,−εA

′. It follows thatOa,−ε is the
center of the circle throughA′, Bε andCε. Figures 1A and 1B illustrate the cases
ε = +1 andε = −1 respectively.

(2) Let A1B1C1 be the anticomplementary triangle ofABC. SinceAA1 and
A+A− have a common midpoint,AA+A1A− is a parallelogram. The linesAA−ε

andA1Aε are parallel. SinceA1 is the anticomplement ofA, it follows that the
line A1Aε is the anticomplement of the lineAA−ε. Similarly,B1Bε andC1Cε are
the anticomplements of the linesBB−ε andCC−ε. SinceAA−ε, BB−ε, CC−ε

Publication Date: June 16, 2009. Communicating Editor: Paul Yiu.
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A

C
B

C+

B+

Oa,−

Oa,+

A
′

Figure 1A

A

C

B

Oa,−

Oa,+

A
′

C−

B−

Figure 1B

concur atF−ε, it follows thatA1Aε, B1Bε, C1Cε concur at the anticomplement of
F−ε. This is the pointP−ε.

(3) A1B1C1 is also theε-Fermat triangle ofA−εB−εC−ε.
(i) TrianglesABεCε andCBεA1 are congruent, sinceABε = CBε, ACε = AB =
CA1, and each of the anglesBεACε andBεCA1 is min

(

A + 2π
3

, B + C + π
3

)

.
It follows thatBεCε = BεA1.
(ii) TrianglesABεCε andBA1Cε are also congruent for the same reason, and we
haveBεCε = A1Cε.

It follows that triangleA1BεCε is equilateral, and∠CεA1Bε = π
3
.

(4) BecauseP−ε is the second Fermat point ofA1B1C1, we may assume
∠CεP−εBε = π

3
. Therefore,P−ε lies on the circumcircle ofA1BεCε, which is

the same as that ofA′
BεCε. On the other hand, since the quadrilateralAA+A1A−

is a parallelogram (the diagonalsAA1 andA−A+ have a common midpointD,
the midpoint of segmentBC), the anticomplement of the lineAA− coincides with
A1A+. It now follows that the linesA1A+, B1B+, C1C+ are concurrent at the
anticomplementP− of the second Fermat points, and furthermore,∠C+P−B+ =
π
3
. Since

∠C+AB+ = 2π − (∠BAC+ + ∠CAB + ∠B+AC)

=
4π

3
− ∠CAB

=
π

3
+ ∠ABC + ∠BCA

= ∠ABC+ + ∠ABC + ∠CBM

= ∠C+BM,
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A

CB

C+

B+

F+

A−

Oa,+

Oa

C1 B1

A1A
′

B−

C−

A+

P−

Figure 2

it follows that the trianglesC+AB+ andC+BM are congruent. Likewise,∠C+AB+ =
∠MCB+, and so the trianglesC+AB+ andMCB+ are congruent. Therefore, the
triangleC+MB+ is equilateral, and thus∠C+MB+ = π

3
. Combining this with

∠C+P−B+ = 60◦, yields that the quadrilateralMP−B+C+ is cyclic, and since
A

′
MB+C+ is also cyclic, we conclude that the anticomplementP− of the sec-

ond Fermat pointF− lies on the circumcircle of triangleA′
B+C+. Similarly, P−

lies on the circumcircles of trianglesB′
C+A+, andC

′
A+B+, respectively. This

completes the proof of Theorem 1.

3. Two new triangle centers

By using the same method as in [6], we generate two other concurrent triadsof
circles.

Theorem 2. For ε = ±1, the circumcircles of the triangles AεB
′
C

′, BεC
′
A

′,
CεA

′
B

′ are concurrent.

Proof. Consider the inversionΨ with respect to the anticomplement of the second
Fermat point. According to Theorem 1, the images of the circumcircles of triangles
A

′
B+C+, B

′
C+A+, C

′
A+B+ are three lines which bound a triangleA

′

+B
′

+C
′

+,
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whereA
′

+, B
′

+, C
′

+ are the images ofA+, B+, andC+, respectively. Since the
imagesA′′, B

′′, C
′′ of A

′, B
′, C

′ underΨ lie on the sidelinesB′

+C
′

+, C
′

+A
′

+,
A

′

+B
′

+, respectively, by Miquel’s theorem, we conclude that the circumcircles of
trianglesA′

+B
′′
C

′′, B
′

+C
′′
A

′′, C
′

+A
′′
B′′ are concurrent. Thus, the circumcircles

of trianglesA+B
′
C

′, B+C
′
A

′, C+A
′
B

′ are also concurrent (see Figure 3).
Similarly, inverting with respect to the anticomplement of the first Fermat point,

by Miquel’s theorem, one can deduce that the circumcircles of trianglesA−B
′
C

′,
B−C

′
A

′, C−A
′
B

′ are concurrent. �

A

B C

C+

A+

B+

A
′

B
′

C
′

U+

Figure 3.

Javier Francisco Garcia Capitan has kindly communicated that their points of
concurrency do not appear in [4]. We will further denote these points by U+, and
U−, respectively. We name these centersU+, U− the inversive associates of the
anticomplementsP+, P− of the Fermat points.

4. Circles around P± and their inversive associates

We denote byO, H the circumcenter, and orthocenter of triangleABC. LetJ+,
J− be respectively the inner and outer isodynamic points of the triangle. Though
the last two are known in literature as the common two points of the Apollonius
circles, L. Evans [1] gives a direct relation between them and the Napoleonic con-
figuration, defining them as the perspectors of the triangle of reflectionsA

′
B

′
C

′
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with each of the Fermat trianglesA+B+C+, andA−B−C−. They appear asX15,
X16 in [4].

Furthermore, letW+, W− be the Wernau points of triangleABC. These points
are known as the common points of the folloing triads of circles:AB+C+, BC+A+,
CA+B+, and respectivelyAB−C−, BC−A−, CA−B− [3]. According to the
above terminology,W+, W− are the inversive associates of the Fermat pointsF+,
andF−. They appear asX1337 andX1338 in [4].

We conclude with a list of concyclic quadruples involving these triangle centers.
The first one is an immediate consequence of the famous Lester circle theorem [5].
The other results have been verified with the aid of Mathematica.

Theorem 3. The following quadruples of points are concyclic:
(i) P+, P−, O, H;
(ii) P+, P−, F+, J+;
(ii ′) P+, P−, F−, J−;
(iii) P+, U+, F+, O;
(iii ′) P−, U−, F−, O;
(iv) P+, U−, F+, W+;
(iv′) P−, U+, F−, W−;
(v) U+, J+, W+, W−;
(v′) U−, J−, W+, W−.
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Heptagonal Triangles and Their Companions

Paul Yiu

Abstract. A heptagonal triangle is a non-isosceles triangle formed by three ver-
tices of a regular heptagon. Its angles areπ

7
, 2π

7
and 4π

7
. As such, there is a

unique choice of a companion heptagonal triangle formed by three of there-
maining four vertices. Given a heptagonal triangle, we display a numberof
interesting companion pairs of heptagonal triangles on its nine-point circleand
Brocard circle. Among other results on the geometry of the heptagonal triangle,
we prove that the circumcenter and the Fermat points of a heptagonal triangle
form an equilateral triangle. The proof is an interesting application of Lester’s
theorem that the Fermat points, the circumcenter and the nine-point center of a
triangle are concyclic.

1. The heptagonal triangleT and its companion

A heptagonal triangleT is one with anglesπ
7
, 2π

7
and 4π

7
. Its vertices are three

vertices of a regular heptagon inscribed in its circumcircle. Among the remaining
four vertices of the heptagon, there is a unique choice of three which form an-
other (congruent) heptagonal triangleT

′. We call this the companion ofT, and the
seventh vertex of the regular heptagon the residual vertex ofT andT

′ (see Figure
1). In this paper we work with complex number coordinates, and take the unitcircle

D

B

C

A
′

A

C
′

B
′

O

Figure 1. A heptagonal triangle and its companion

in the complex plane for the circumcircle ofT. By putting the residual vertexD at
1, we label the vertices ofT by

A = ζ
4
, B = ζ, C = ζ

2
,
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The author thanks the Editor for suggesting the configuration studied in§8, leading to, among

other results, Theorem 20 on six circles concurring at the Feuerbach point of the heptagonal triangle.
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and those ofT′ by

A
′ = ζ

3
, B

′ = ζ
6
, C

′ = ζ
5
,

whereζ := cos 2π
7

+ i sin 2π
7

is a primitive7-th root of unity.
We study the triangle geometry ofT, some common triangle centers, lines, cir-

cles and conics associated with it. We show that the Simson lines ofA
′, B

′, C
′

with respect toT are concurrent (Theorem 4). We find a number of interesting
companion pairs of heptagonal triangles associated withT. For example, the me-
dial triangle and the orthic triangle ofT form such a pair on the nine-point circle
(Theorem 5), and the residual vertex is a point on the circumcircle ofT. It is indeed
the Euler reflection point ofT. In the final section we prove that the circumcenter
and the Fermat points form an equilateral triangle (Theorem 22). The present paper
can be regarded as a continuation of Bankoff-Garfunkel [1].

2. Preliminaries

2.1. Some simple coordinates.Clearly, the circumcenterO of T has coordinate0,
and the centroid is the pointG = 1

3
(ζ + ζ

2 + ζ
4). Since the orthocenterH and the

nine-point centerN are points (on the Euler line) satisfying

OG : GN : NH = 2 : 1 : 3,

we have

H = ζ + ζ
2 + ζ

4
,

N =
1

2
(ζ + ζ

2 + ζ
4). (1)

This reasoning applies to any triangle with vertices on the unit circle. The bisec-
tors of anglesA, B, C of T intersect the circumcircle at−C

′, A
′, B

′ respectively.
These form a triangle whose orthocenter is the incenterI of T (see Figure 2). This
latter is therefore the point

I = ζ
3 − ζ

5 + ζ
6
. (2)

Similarly, the external bisectors of anglesA, B, C intersect the circumcircle atC ′,
−A

′, −B
′ respectively. Identifying the excenters ofT as orthocenters of triangles

with vertices on the unit circle, we have

Ia = − (ζ3 + ζ
5 + ζ

6),

Ib = ζ
3 + ζ

5 − ζ
6
, (3)

Ic = − ζ
3 + ζ

5 + ζ
6
.

Figure 2 shows the tritangent circles of the heptagonal triangleT.

2.2. Representation of a companion pair.Making use of the simple fact that the
complex number coordinates of vertices of a regular heptagon can be obtained from
any one of them by multiplications byζ, . . . ,ζ6, we shall display a companion pair
of heptagonal triangle by listing coordinates of the center, the residual vertex and
the vertices of the two heptagonal triangles, as follows.
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A

B

C

A
′

C
′

B
′

O

Ia

Ib

Ic

I

−A
′

−C
′

−B
′

Figure 2. The tritangent centers

Center: P

Residual vertex: Q

Rotation Vertices Rotation Vertices
ζ
4

P + ζ
4(Q − P ) ζ

3
P + ζ

3(Q − P )
ζ P + ζ(Q − P ) ζ

6
P + ζ

6(Q − P )
ζ
2

P + ζ
2(Q − P ) ζ

5
P + ζ

5(Q − P )

2.3. While we shall mostly work in the cyclotomic fieldQ(ζ), 1 the complex
number coordinates of points we consider in this paper arereal linear combinations
of ζ

k for 0 ≤ k ≤ 6, (the vertices of the regular heptagon on the circumcircle of

1See Corollary 23 for an exception.
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T). The real coefficients involved are rational combinations of

c1 =
ζ + ζ

6

2
= cos

2π

7
, c2 =

ζ
2 + ζ

5

2
= cos

4π

7
, c3 =

ζ
3 + ζ

4

2
= cos

6π

7
.

Note thatc1 > 0 andc2, c3 < 0. An expression of a complex numberz as a real
linear combination ofζ4, ζ, ζ

2 (with sum of coefficients equal to1) actually gives
the absolute barycentric coordinate of the pointz with reference to the heptagonal
triangleT. For example,

ζ
3 = −2c2 · ζ

4 + 2c2 · ζ + 1 · ζ2
,

ζ
5 = 2c1 · ζ

4 + 1 · ζ − 2c1 · ζ
2
,

ζ
6 = 1 · ζ4 − 2c3 · ζ + 2c3 · ζ

2
,

1 = −2c2 · ζ
4 − 2c3 · ζ − 2c1 · ζ

2
.

We shall make frequent uses of the important result.

Lemma 1 (Gauss). 1 + 2(ζ + ζ
2 + ζ

4) =
√

7i.

Proof. Although this can be directly verified, it is actually a special case of Gauss’
famous theorem that ifζ = cos 2π

n
+ i sin 2π

n
for an odd integern, then

n−1
∑

k=0

ζ
k2

=

{√
n if n ≡ 1 (mod 4),

√
ni if n ≡ 3 (mod 4).

For a proof, see [2, pp.75–76]. �

2.4. Reflections and pedals.

Lemma 2. If α, β, γ are unit complex numbers, the reflection ofγ in the line
joining α andβ is γ

′ = α + β − αβγ.

Proof. As points in the complex plane,γ′ has equal distances fromα andβ asγ

does. This is clear from

γ
′ − α = β(1 − αγ) = βγ(γ − α),

γ
′ − β = α(1 − βγ) = αγ(γ − β).

�

Corollary 3. (1) The reflection ofζk in the line joiningζi andζ
j is ζ

i+ζ
j−ζ

i+j−k.
(2) The pedal(orthogonal projection)of ζk on the line joiningζi andζ

j is

1

2
(ζi + ζ

j + ζ
k − ζ

i+j−k).

(3) The reflections ofA in BC, B in CA, andC in AB are the points

A
∗ = ζ + ζ

2 − ζ
6
,

B
∗ = ζ

2 + ζ
4 − ζ

5
, (4)

C
∗ = ζ − ζ

3 + ζ
4
.
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3. Concurrent Simson lines

The Simson line of a point on the circumcircle of a triangle is the line containing
the pedals of the point on the sidelines of the triangle.

Theorem 4. The Simson lines ofA′, B′, C ′ with respect to the heptagonal triangle
T are concurrent.

D

B

C

A
′

A

C
′

B
′

O

Figure 3. Simson lines

Proof. The pedals ofA on BC is the midpointA′ of AA
∗; similarly for those of

B on CA andC on AB. We tabulate the coordinates of the pedals ofA
′, B

′,
C

′ on the sidelinesBC, CA, AB respectively. These are easily calculated using
Corollary 3.

BC CA AB

A
′ 1

2
(−1 + ζ + ζ

2 + ζ
3) 1

2
(ζ2 + ζ

4) 1

2
(ζ − ζ

2 + ζ
3 + ζ

4)
B

′ 1

2
(ζ + ζ

2 − ζ
4 + ζ

6) 1

2
(−1 + ζ

2 + ζ
4 + ζ

6) 1

2
(ζ + ζ

4)
C

′ 1

2
(ζ + ζ

2) 1

2
(−ζ + ζ

2 + ζ
4 + ζ

5) 1

2
(−1 + ζ + ζ

4 + ζ
5)

We check that the Simson lines ofA
′, B′, C ′ all contain the point−1

2
. For these,

it is enough to show that the complex numbers

(ζ+ζ
2+ζ

3)(1 + ζ
2 + ζ

4), (ζ2+ζ
4+ζ

6)(1 + ζ + ζ
4), (ζ+ζ

4+ζ
5)(1 + ζ + ζ

2)

are real. These are indeedζ + ζ
6, ζ

2 + ζ
5, ζ

3 + ζ
4 respectively. �
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Remark.The Simson line ofD, on the other hand, is parallel toOD (see Figure
3). This is because the complex number coordinates of the pedals ofD, namely,

1 + ζ + ζ
2 − ζ

3

2
,

1 + ζ
2 + ζ

4 − ζ
6

2
,

1 + ζ + ζ
4 − ζ

5

2
,

all have the same imaginary part1

4
(ζ − ζ

6 + ζ
2 − ζ

5 − ζ
3 + ζ

4).

4. The nine-point circle

4.1. A companion pair of heptagonal triangles on the nine-point circle.As is well
known, the nine-point circle is the circle through the vertices of the medial triangle
and of the orthic triangle. The medial triangle ofT clearly is heptagonal. It is
known thatT is the only obtuse triangle with orthic triangle similar to itself.2 The
medial and orthic triangles ofT are therefore congruent. It turns out that they are
companions.

Theorem 5. The medial triangle and the orthic triangle ofT are companion hep-
tagonal triangles on the nine-point circle ofT. The residual vertex is the Euler
reflection pointE (on the circumcircle ofT).

D

B

C

A
′

A

C
′

B
′

O

H

B0

A0

C0

B1

A1

C1

N

E

Figure 4. A companion pair on the nine-point circle

2If the angles of an obtuse angled triangle areα ≤ β < γ, those of its orthic triangle are2α, 2β,
and2γ − π. The two triangles are similar if and only ifα = 2γ − π, β = 2α andγ = 2β. From
these,α =

π

7
, β =

2π

7
andγ =

4π

7
. This shows that the triangle is heptagonal. The equilateral

triangle is the only acute angled triangle similar to its own orthic triangle.
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Proof. (1) The companionship of the medial and orthic triangles on the nine-point
circle is clear from the table below.

Center: N = 1

2
(ζ + ζ

2 + ζ
4)

Residual vertex: E = 1

2
(−1 + ζ + ζ

2 + ζ
4)

Rotation Medial triangle Rotation Orthic triangle
ζ
4

A0 = 1

2
(ζ + ζ

2) ζ
3

C1 = 1

2
(ζ + ζ

2 − ζ
3 + ζ

4)

ζ B0 = 1

2
(ζ2 + ζ

4) ζ
6

A1 = 1

2
(ζ + ζ

2 + ζ
4 − ζ

6)

ζ
2

C0 = 1

2
(ζ + ζ

4) ζ
5

B1 = 1

2
(ζ + ζ

2 + ζ
4 − ζ

5)

D

B

C

A

O

H

B0

A0

C0

B1

A1

C1

N

E

O
∗

a

O
∗

b

O
∗

c

H
∗

a

H
∗

b

H
∗

c

Figure 5. The Euler reflection point ofT

(2) We show thatE is a point on the reflection of the Euler line in each of the
sidelines ofT. In the table below, the reflections ofO are computed from the
simple fact thatOBO

∗

aC, OCO
∗

bA, OAO
∗

cB are rhombi. On the other hand, the
reflections ofH in the sidelines can be determined from the fact thatHH

∗

a and
AA

∗ have the same midpoint, so doHH
∗

b andBB
∗, HH

∗

c andCC
∗. The various

expressions forE given in the rightmost column can be routinely verified.
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Line Reflection ofO Reflection ofH E =
BC O

∗

a = ζ + ζ
2

H
∗

a = −ζ
6 (−2c1 − c2 − c3)O

∗

a + (−c2 − c3)H
∗

a

CA O
∗

b = ζ
2 + ζ

4
H

∗

b = −ζ
5 (−c1 − 2c2 − c3)O

∗

b + (−c1 − c3)H
∗

b

AB O
∗

c = ζ + ζ
4

H
∗

c = −ζ
3 (−c1 − c2 − 2c3)O

∗

c + (−c1 − c2)H
∗

c

Thus,E, being the common point of the reflections of the Euler line ofT in its
sidelines, is the Euler reflection point ofT, and lies on the circumcircle ofT. �

4.2. The second intersection of the nine-point circle and the circumcircle.

Lemma 6. The distance between the nine-point centerN and theA-excenterIa is
equal to the circumradius of the heptagonal triangleT.

Proof. Note thatIa − N = 2+ζ+ζ2+ζ4

2
= 3+1+2(ζ+ζ2+ζ4)

4
= 3+

√

7i
4

is a unit
complex number. �

This simple result has a number of interesting consequences.

Proposition 7. (1) The midpointFa of NIa is the point of tangency of the nine-
point circle and theA-excircle.
(2) TheA-excircle is congruent to the nine-point circle.
(3) Fa lies on the circumcircle.

D

B

C

A
′

A

C
′

B
′

O

H

B0

A0

C0

B1

A1

C1

N

E

Fa

Ia

Figure 6. TheA-Feuerbach point ofT
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Proof. (1) By the Feuerbach theorem, the nine-point circle is tangent externally to
each of the excircles. SinceNIa = R, the circumradius, and the nine-point circle
has radius1

2
R, the point of tangency with theA-excircle is the midpoint ofNIa,

i.e.,

Fa =
Ia + N

2
=

2 + 3(ζ + ζ
2 + ζ

4)

4
. (5)

This proves (1).
(2) It also follows that the radius of theA-excircle is1

2
R, and theA-excircle is

congruent to the nine-point circle.

(3) Note thatFa = 1+3+6(ζ+ζ2+ζ4)

8
= 1+3

√

7i
8

is a unit complex number. �

Remark.The reflection of the orthic triangle inFa is theA-extouch triangle, since
the points of tangency are

−(ζ3 + ζ
5 + ζ

6) +
ζ
3

2
, −(ζ3 + ζ

5 + ζ
6) +

ζ
5

2
, − (ζ3 + ζ

5 + ζ
6) +

ζ
6

2
(see Figure 6).

4.3. Another companion pair on the nine-point circle.

Center: N = 1

2
(ζ + ζ

2 + ζ
4)

Residual vertex: Fa = 1

4
(2 + 3(ζ + ζ

2 + ζ
4))

Rot. Feuerbach triangle Rot. Companion
ζ
3

Fb = 1

4

(ζ + ζ
2 + ζ

3 + 2ζ4 − ζ
6) ζ

4

F
′

a = 1

4

(3ζ + 2ζ2 + 4ζ4 + ζ
5 + ζ

6)
ζ
6

F
e

= 1

4

(2ζ + ζ
2 + ζ

4 − ζ
5 + ζ

6) ζ F
′

b
= 1

4

(4ζ + 3ζ2 + ζ
3 + 2ζ4 + ζ

5)
ζ
5

Fc = 1

4

(ζ + 2ζ2 − ζ
3 + ζ

4 + ζ
5) ζ

2

F
′

c = 1

4

(2ζ + 4ζ2 + ζ
3 + 3ζ4 + ζ

6)

Proposition 8. Fe, Fa, Fb, Fc are the points of tangency of the nine-point circle
with the incircle and theA-, B-, C-excircles respectively(see Figure 7).

Proof. We have already seen thatFa = 1

2
· N + 1

2
· Ia. It is enough to show that

the pointsFe, Fb, Fc lie on the linesNI, NIb, NIc respectively:

Fe = − (c1 − c3) · N + (−c1 − 2c2 − 3c3) · I,

Fb = (c2 − c3) · N + (−2c1 − 3c2 − c3) · Ib,

Fc = (c1 − c2) · N + (−3c1 − c2 − 2c3) · Ic.

�

Proposition 9. The verticesF ′

a, F ′

b, F
′

c of the companion ofFbFeFc are the second
intersections of the nine-point circle with the lines joiningFa to A, B, C respec-
tively.

Proof.

F
′

a = − 2c2 · Fa − 2(c1 + c3)A,

F
′

b = − 2c3 · Fa − 2(c1 + c2)B,

F
′

c = − 2c1 · Fa − 2(c2 + c3)C.

�
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A

B

C

O

N

Fa

Ia

Ib

Fb

Ic

Fc

I

Fe

F
′

a

F
′

b

F
′

c

Figure 7. Another companion pair on the nine-point circle

5. The residual vertex as a Kiepert perspector

Theorem 10. D is a Kiepert perspector of the heptagonal triangleABC.

Proof. What this means is that there are similar isosceles trianglesA
′′
BC, B′′

CA,
C

′′
AB with the same orientation such that the linesAA

′′, BB
′′, CC

′′ all pass
through the pointD. Let A′′ be the intersection of the linesAD andA

′
B

′, B
′′ that

of BD andB
′
C

′, andC
′′ that ofCD andC

′
A

′ (see Figure 8). Note thatAC
′
B

′
A

′′,
BAC

′
B

′′, andA
′
B

′
CC

′′ are all parallelograms. From these,

A
′′ = ζ

4 − ζ
5 + ζ

6
,

B
′′ = ζ − ζ

3 + ζ
5
,

C
′′ = ζ

2 + ζ
3 − ζ

6
.
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D

B

C

A
′

A

C
′

B
′

O

A
′′

B
′′

C
′′

Figure 8. D as a Kiepert perspector ofT

It is clear that the linesAA
′′, BB

′′ andCC
′′ all contain the pointD. The coordi-

nates ofA′′, B
′′, C

′′ can be rewritten as

A
′′ =

ζ
2 + ζ

2
+

ζ
2 − ζ

2
· (1 + 2(ζ + ζ

2 + ζ
4)),

B
′′ =

ζ
4 + ζ

2

2
+

ζ
4 − ζ

2

2
· (1 + 2(ζ + ζ

2 + ζ
4)),

C
′′ =

ζ + ζ
4

2
+

ζ − ζ
4

2
· (1 + 2(ζ + ζ

2 + ζ
4)).

Since1 + 2(ζ + ζ
2 + ζ

4) =
√

7i (Gauss sum), these expressions show that
the three isosceles triangles all have base anglesarctan

√
7. Thus, the triangles

A
′′
BC, B

′′
CA, C

′′
AB are similar isosceles triangles of the same orientation.

From these we conclude thatD is a point on the Kiepert hyperbola. �

Corollary 11. The center of the Kiepert hyperbola is the point

Ki = −
1

2
(ζ3 + ζ

5 + ζ
6). (6)

Proof. SinceD is the intersection of the Kiepert hyperbola and the circumcircle,
the center of the Kiepert hyperbola is the midpoint ofDH, whereH is the or-
thocenter of triangleABC (see Figure 9). This has coordinate as given in (6)
above. �

Remark.Ki is also the midpoint ofOIa.
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D

B

C

A

O

A
′′

B
′′

C
′′

Ki

H

Figure 9. The Kiepert hyperbola ofT

SinceX = −1 is antipodal to the Kiepert perspectorD = 1 on the circumcircle,
it is the Steiner point ofT, which is the fourth intersection of the Steiner ellipse
with the circumcircle. The Steiner ellipse also passes through the circumcenter, the
A-excenter, and the midpoint ofHG. The tangents atIa andX pass throughH,
and that atO passes throughY = 1

2
(1 − (ζ3 + ζ

5 + ζ
6)) on the circumcircle such

thatOXNY is a parallelogram (see Lemma 21).

D

B

C

A
′

A

C
′

B
′

O

G

X = −1

IaH

Y

N

Figure 10. The Steiner ellipse ofT
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6. The Brocard circle

6.1. The Brocard points.

Proposition 12(Bankoff and Garfunkel). The nine-point centerN is the first Bro-
card point.

D

B

C

A
′

A

C
′

B
′

O

N

K

Figure 11. The Brocard points of the heptagonal triangleT

Proof. The relations

1

2
(ζ + ζ

2 + ζ
4) − ζ

4 =
(−2c1 − 3c2 − 2c3)(4 + ζ + ζ

2 + ζ
4)

7
· (ζ − ζ

4),

1

2
(ζ + ζ

2 + ζ
4) − ζ =

(−2c1 − 2c2 − 3c3)(4 + ζ + ζ
2 + ζ

4)

7
· (ζ2 − ζ),

1

2
(ζ + ζ

2 + ζ
4) − ζ

2 =
(−3c1 − 2c2 − 2c3)(4 + ζ + ζ

2 + ζ
4)

7
· (ζ4 − ζ

2)

show that the linesNA, NB, NC are obtained by rotations ofBA, CB, AC

through the same angle (which is necessarily the Brocard angleω). This shows
that the nine-point centerN is the first Brocard point of the heptagonal triangle
T. �

Remark.It follows that4 + ζ + ζ
2 + ζ

4 =
√

14(cos ω + i sinω).

Proposition 13. The symmedian pointK has coordinate2(1+2(ζ+ζ2+ζ4))

7
= 2i

√

7
.



138 P. Yiu

Proof. It is known that on the Brocard circle with diameterOK, ∠NOK = −ω.
From this,

K =
1

cos ω

(cos ω − i sinω) · N

=

(

1 −
i

√
7

)

· N

=
2(4 + ζ

3 + ζ
5 + ζ

6)

7
·
ζ + ζ

2 + ζ
4

2

=
2

7
(1 + 2(ζ + ζ

2 + ζ
4))

=
2i

√
7

by Lemma 1. �

Corollary 14. The second Brocard point is the Kiepert centerKi.

Proof. By Proposition 13, the Brocard axisOK is along the imaginary axis. Now,
the second Brocard point, being the reflection ofN in OK, is simply−1

2
(ζ3 +

ζ
5 + ζ

6). This, according to Corollary 11, is the Kiepert centerKi. �

SinceOD is along the real axis, it is tangent to the Brocard circle.

6.2. A companion pair on the Brocard circle.

Center: 1

7
(1 + 2(ζ + ζ

2 + ζ
4))

Residual vertex: O = 0

Rot. First Brocard triangle Rot. Companion
ζ
3

A−ω = 1

7
(−4c1 − 2c2 − 8c3) · (−ζ

5) ζ
4 1

7
(−4c1 − 2c2 − 8c3) · ζ

2

ζ
6

B−ω = 1

7
(−8c1 − 4c2 − 2c3) · (−ζ

3) ζ
1

7
(−8c1 − 4c2 − 2c3) · ζ

4

ζ
5

C−ω = 1

7
(−2c1 − 8c2 − 4c3) · (−ζ

6) ζ
2 1

7
(−2c1 − 8c2 − 4c3) · ζ

Since−ζ
5 is the midpoint of the minor arc joiningζ andζ

2, the coordinate of
the point labeledA−ω shows that this point lies on the perpendicular bisector of
BC. Similarly, B−ω andC−ω lie on the perpendicular bisectors ofCA andAB

respectively. Since these points on the Brocard circle, they are the vertices of the
first Brocard triangle.

The vertices of the companion are the second intersections of the Brocardcircle
with and the lines joiningO to C, A, B respectively.

Proposition 15. The first Brocard triangle is perspective withABC at the point
−1

2
(see Figure 12).

Proof.

−
1

2
= (−3c1 − 2c2 − 2c3) · A−ω + c1 · ζ

4
,

= (−2c1 − 3c2 − 2c3) · B−ω + c2 · ζ,

= (−2c1 − 2c2 − 3c3) · C−ω + c3 · ζ
2
.
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D

B

C

A
′

A

C
′

B
′

O

K

A−ω

C−ω

B−ω
−

1

2

Figure 12. A regular heptagon on the Brocard circle

�

7. A companion of the triangle of reflections

We have computed the coordinates of the vertices of the triangle of reflections
A

∗
B

∗
C

∗ in (4). It is interesting to note that this is also a heptagonal triangle, and
its circumcenter coincides withIa. The residual vertex is the reflection ofO in Ia.

Center: Ia = −(ζ3 + ζ
5 + ζ

6)
Residual vertex: D = −2(ζ3 + ζ

5 + ζ
6)

Rotation Triangle of reflections Rotation Companion
ζ
4

A
∗ = ζ + ζ

2 − ζ
6

ζ
3

B = 1 + ζ
4 − ζ

6

ζ B
∗ = ζ

2 + ζ
4 − ζ

5
ζ
6

C = 1 + ζ − ζ
5

ζ
2

C
∗ = ζ − ζ

3 + ζ
4

ζ
5

A = 1 + ζ
2 − ζ

3

The companion has vertices on the sides of triangleABC,

A = (1 + 2c1)ζ − 2c1 · ζ
2;

B = (1 + 2c2)ζ
2 − 2c2 · ζ

4;

C = (1 + 2c3)ζ
4 − 2c3 · ζ.

It is also perspective withT. Indeed, the linesAA, BB, CC are all perpendic-
ular to the Euler line, since the complex numbers

1 + ζ
2 − ζ

3 − ζ
4

ζ + ζ
2 + ζ

4
,

1 + ζ
4 − ζ

6 − ζ

ζ + ζ
2 + ζ

4
,

1 + ζ − ζ
5 − ζ

2

ζ + ζ
2 + ζ

4

are all imaginary, being respectively−
√

2(ζ2 − ζ
5),

√
2(ζ3 − ζ

4), −
√

2(ζ − ζ
6).
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D

B

C

A
′

A

C
′

B
′

O

A
∗

B
∗

C
∗

D

C

A

B

Ia

E

Figure 13. The triangle of reflections ofT

Proposition 16. The triangle of reflectionsA∗
B

∗
C

∗ is triply perspective withT.

Proof. The triangle of reflectionA∗
B

∗
C

∗ is clearly perspective withABC at the
orthocenterH. SinceA

∗
C, B

∗
A, C

∗
B are all parallel (to the imaginary axis), the

two triangles are triply perspective ([3, Theorem 381]). In other words, A∗
B

∗
C

∗

is also perspective withBCA. In fact, the perspector is the residual vertexD:

A
∗ = − (1 + 2c1) · 1 + (2 + 2c1)ζ,

B
∗ = − (1 + 2c2) · 1 + (2 + 2c2)ζ

2
,

C
∗ = − (1 + 2c3) · 1 + (2 + 2c3)ζ

4
.

�

Remark.The circumcircle of the triangle of reflections also contains the circum-
centerO, the Euler reflection pointE, and the residual vertexD.
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8. A partition of T by the bisectors

Let AIBICI be the cevian triangle of the incenterI of the heptagonal triangle
T = ABC. It is easy to see that trianglesBCI, ACCI and BBIC are also
heptagonal. Each of these is the image of the heptagonal triangleABC under
an affine mapping of the formw = αz + β or w = αz + β, according as the
triangles have the same or different orientations. Note that the image triangle has
circumcenterβ and circumradius|α|.

I

A

B

C

CI

AI

BI

O

Figure 14. Partition ofT by angle bisectors

Each of these mappings is determined by the images of two vertices. For exam-
ple, sinceABC andBCI have the same orientation, the mappingf1(z) = αz +β

is determined by the imagesf1(A) = B andf1(B) = C; similarly for the map-
pingsf2 andf3.

Affine mapping A B C

f1(z) = (ζ + ζ
4)z − ζ

5
B C I

f2(z) = (1 + ζ + ζ
3 + ζ

4)z − (1 + ζ
3 + ζ

6) A C CI

f3(z) = (1 + ζ
2 + ζ

4 + ζ
5)z − (1 + ζ

3 + ζ
5) B BI C

Thus, we have

I = f1(C) = ζ
3 − ζ

5 + ζ
6
,

CI = f2(C) = −1 + ζ + ζ
2 − ζ

3 + ζ
5
,

BI = f3(B) = −1 + ζ + ζ
4 − ζ

5 + ζ
6
.

Note also that fromf2(AI) = I, it follows that

AI = 1 + ζ
2 − ζ

3 + ζ
4 − ζ

6
.

Remark.The affine mapping that associates a heptagonal triangle with circumcen-
ter c and residual vertexd to its companion is given by

w =
d − c

d − c

· z +
dc − cd

d − c

.
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8.1. Four concurrent lines.A simple application of the mappingf1 yields the fol-
lowing result on the concurrency of four lines.

Proposition 17. The orthocenter of the heptagonal triangleBCI lies on the line
OC and the perpendicular fromCI to AC.

I

A

B

C

CI

AI

BI

H
′

O

Figure 15. Four concurrent altitudes

Proof. SinceABC has orthocenterH = ζ + ζ
2 + ζ

4, the orthocenter of triangle
BCI is the point

H
′ = f1(H) = −(1 + ζ

4) = −(ζ2 + ζ
5)ζ2

.

This expression shows thatH
′ lies on the radiusOC. Now, the vectorH ′

CI is
given by

CI − H
′ = (−1 + ζ + ζ

2 − ζ
3 + ζ

5) + (1 + ζ
4)

= ζ + ζ
2 − ζ

3 + ζ
4 + ζ

5
.

On the other hand, the vectorAC is given byζ
2 − ζ

4. To check thatH ′
CI is

perpendicular toAC, we need only note that

(ζ + ζ
2 − ζ

3 + ζ
4 + ζ

5)(ζ2 − ζ
4) = −2(ζ − ζ

6) + (ζ2 − ζ
5) + (ζ3 − ζ

4)

is purely imaginary. �

Remark.Similarly, the orthocenter ofACCI lies on theC-altiude ofABC, and
that ofBBIC on theB-altitude.
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8.2. Systems of concurrent circles.

Proposition 18. The nine-point circles ofACCI and(the isosceles triangle)B′
A

′
C

are tangent internally at the midpoint ofB
′
C.

A

B

C

CI

O

f2(N)

N
′

A
′

B
′

M

Figure 16. Two tangent nine-point circles

Proof. The nine-point circle of the isosceles triangleB
′
A

′
C clearly contains the

midpoint M of B
′
C. Since triangleAB

′
C is also isosceles, the perpendicular

from A to B
′
C passes throughM . This means thatM lies on the nine-point circle

of triangleACCI . We show that the two circles are indeed tangent atM .
The nine-point center ofACCI is the point

f2(N) =
1

2
(2ζ + ζ

2 + ζ
3 + ζ

4 + ζ
6).

On the other hand, the nine-point center of the isosceles triangleB
′
A

′
C is the point

N
′ =

1

2
(ζ2 + ζ

3 + ζ
6).

Since

M =
ζ
2 + ζ

6

2
= (1 − 2c2 − 4c3)f2(N) + (2c2 + 4c3)N

′

as can be verified directly, we conclude that the two circles are tangent internally.
�
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Theorem 19. The following circles have a common point.
(i) the circumcircle ofACCI ,
(ii) the nine-point circle ofACCI ,
(iii) theA-excircle ofACCI ,
(iv) the nine-point circle ofBBIC.

I

A

B

C

CI

BI

O

I
′

a

Figure 17. Four concurrent circles

Proof. By Proposition 7(3), the first three circles concur at theA-Feuerbach point
of triangleACCI , which is the point

f2(Fa) =
1

4
(ζ + 2ζ

2 + ζ
4 − ζ

5 + ζ
6).

It is enough to verify that this point lies on the nine-point circle ofBBIC, which
has center

f3

(

ζ + ζ
2 + ζ

4

2

)

=
2ζ + ζ

2 + ζ
3 + ζ

4 + ζ
6

2
,

and square radius
1

4
|1 + ζ

2 + ζ
4 + ζ

5|2 = −
1

4

(

3(ζ + ζ
6) + (ζ2 + ζ

5) + 2(ζ3 + ζ
4)

)

.

This is exactly the square distance betweenf2(Fa) and the center, as is directly
verified. This shows thatf2(Fa) indeed lies on the nine-point circle ofBBIC. �
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Theorem 20. Each of the following circles contains the Feuerbach pointFe of T :
(i) the nine-point circle ofT,
(ii) the incircle ofT,
(iii) the nine-point circle of the heptagonal triangleBCI,
(iv) theC-excircle ofBCI,
(v) theA-excircle of the heptagonal triangleACCI ,
(vi) the incircle of the isosceles triangleBICI .

I

A

B

C

CI

AI

BI

O

I
′

I
′

c

I
′

a

N

Fe

N
′

Figure 18. Six circles concurrent at the Feuerbach point ofT

Proof. It is well known that the nine-point circle and the incircle ofT are tangent
to each other internally at the Feuerbach pointFe. It is enough to verify that this
point lies on each of the remaining four circles.

(iii) and (iv) The C-excircle ofBCI is the image of theB-excircle ofABC

under the affine mappingf1. It is therefore enough to check thatf1(Fb) = Fe:

f1(Fb) =
1

4
(ζ + ζ

4)(ζ + ζ
2 + ζ

3 + 2ζ
4 − ζ

6) − ζ
5

=
1

4
(2ζ + ζ

2 + ζ
4 − ζ

5 + ζ
6) = Fe.
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(v) The heptagonal triangleACCI is the image ofABC under the mapping
f2. It can be verified directly thatW = −1

4
(ζ − ζ

2 + 3ζ
3 + 3ζ

5) − ζ
6 is the

point for whichf2(W ) = Fe. The square distance ofW from theA-excenter
Ia = −(ζ3 + ζ

5 + ζ
6) is the square norm ofW − Ia = 1

4
(−ζ + ζ

2 + ζ
3 + ζ

5). An
easy calculation shows that this is

1

16
(−ζ + ζ

2 + ζ
3 + ζ

5)(ζ2 + ζ
4 + ζ

5 − ζ
6) =

1

4
= r

2
a.

It follows that, under the mappingf2, Fe lies on theA-excircle ofACCI .

I
′

I

A

B

C

CI

AI

BI

O

Fe

M

P

Q

Figure 19. The incircle of an isosceles triangle

(vi) Since CIBC and ICBI are isosceles triangles, the perpendicular bisec-
tors ofBC andCBI are the bisectors of anglesICIB andCIIB respectively. It
follows that the incenter of the isosceles triangleBICI coincides with the circum-
center of triangleBBIC, which is the pointI ′ = −(1 + ζ

3 + ζ
5) from the affine

mappingf3. This incircle touches the sideICI at its midpointM , the sideIB at
the midpointQ of BBI , and the sideBCI at the orthogonal projectionP of C on
AB (see Figure 19). A simple calculation shows that∠PMQ = 3π

7
. To show that

Fe lies on the same circle, we need only verify that∠PFeQ = 4π
7

. To this end, we
first determine some complex number coordinates:

P =
1

2
(ζ + ζ

2 − ζ
3 + ζ

4),

Q =
1

2
(−1 + 2ζ + ζ

4 − ζ
5 + ζ

6).

Now, with Fe = 1

4
(2ζ + ζ

2 + ζ
4 − ζ

5 + ζ
6), we have

Q − Fe = (ζ4 + ζ
6)(P − Fe).

From the expressionζ4 + ζ
6 = ζ

−2(ζ + ζ
6), we conclude that indeed∠PFeQ =

4π
7

. �
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9. A theorem on the Fermat points

Lemma 21. The perpendicular bisector of the segmentON is the line containing
X = −1 andY = 1

2
(1 − (ζ3 + ζ

5 + ζ
6)).

Proof. (1) Complete the parallelogramOIaHX, then

X = O + H − Ia = (ζ + ζ
2 + ζ

4) + (ζ3 + ζ
5 + ζ

6) = −1

is a point on the circumcircle. Note thatN is the midpoint ofIaX. Thus,NX =
NIa = R = OX. This shows thatX is on the bisector ofON .

(2) Complete the parallelogramONIaY , with Y = O + Ia − N . Explicitly,
Y = 1

2
(1 − (ζ3 + ζ

5 + ζ
6)). But we also have

X +Y = (O+H − Ia)+(O+ Ia−N) = (2 ·N − Ia)+(O+ Ia−N) = O+N.

This means thatOXNY is a rhombus, andNY = OY .
From (1) and (2),XY is the perpendicular bisector ofON . �

D

B

C

A
′

A

C
′

B
′

O

N
K Ki

X

Y

H

Fa

Ia

L

Figure 20. The circumcenter and the Fermat points form an equilateral triangle

Theorem 22. The circumcenter and the Fermat points of the heptagonal triangle
T form an equilateral triangle.



148 P. Yiu

Proof. (1) Consider the circle throughO, with center at the point

L := −
1

3
(ζ3 + ζ

5 + ζ
6).

This is the center of the equilateral triangle withO as a vertex andKi = −1

2
(ζ3 +

ζ
5 + ζ

6) the midpoint of the opposite side. See Figure 20.
(2) With X andY in Lemma 21, it is easy to check thatL = 1

3
(X + 2Y ). This

means thatL lies on the perpendicular bisector ofON .
(3) SinceKi is on the Brocard circle (with diameterOK), OKi is perpendicular

to the lineKKi. It is well known that the lineKKi contains the Fermat points.3

Indeed,Ki is the midpoint of the Fermat points. This means thatL is lies on the
perpendicular bisector of the Fermat points.

(4) By a well known theorem of Lester (see, for example, [5]), the Fermat points,
the circumcenter, and the nine-point center are concyclic. The center ofthe circle
containing them is necessarilyL, and this circle coincides with the circle con-
structed in (1). The side of the equilateral triangle opposite toO is the segment
joining the Fermat points. �

Corollary 23. The Fermat points of the heptagonal triangleT are the points

F+ =
1

3
(λ + 2λ

2)(ζ3 + ζ
5 + ζ

6),

F− =
1

3
(λ2 + 2λ)(ζ3 + ζ

5 + ζ
6),

whereλ = 1

2
(−1 +

√
3i) andλ

2 = 1

2
(−1 −

√
3i) are the imaginary cube roots of

unity.

Remarks.(1) The triangle with verticesIa and the Fermat points is also equilateral.

(2) SinceOIa =
√

2R, each side of the equilateral triangle has length
√

2

3
R.

(3) The Lester circle is congruent to the orthocentroidal circle, which has HG

as a diameter.
(4) The Brocard axisOK is tangent to theA-excircle at the midpoint ofIaH.
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The Symmedian Point and Concurrent
Antiparallel Images

Shao-Cheng Liu

Abstract. In this note, we study the condition for concurrency of theGP lines
of the three triangles determined by three vertices of a reference triangleand six
vertices of the second Lemoine circle. HereG is the centroid andP is arbitrary
triangle center different fromG. We also study the condition for the images of
a line in the three triangles bounded by the antiparallels through a given pointto
be concurrent.

1. Antiparallels through the symmedian point

Given a triangleABC with symmedian pointK, we consider the three triangles
ABaCa, AbBCb, andAcBcC bounded by the three linesℓa, ℓb, ℓc antiparallel
throughK to the sidesBC, CA, AB respectively (see Figure 1). It is well known
[4] that the6 intercepts of these antiparallels with the sidelines are on a circle with
centerK. In other words,K is the common midpoint of the segmentsBaCa, CbAb

andAcBc. The circle is called the second Lemoine circle.

K

Ca

Ba

Cb

Ab

Bc

Ac

A

B C

Figure 1.

TriangleABaCa is similar toABC, because it is the reflection in the bisector of
angleA of a triangle which is a homothetic image ofABC. For an arbitrary trian-
gle centerP of ABC, denote byPa the corresponding center in triangleABaCa;
similarly, Pb andPc in trianglesAbBCb andAcBcC.

Publication Date: June 29, 2009. Communicating Editor: Paul Yiu.
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Now letP be distinct from the centroidG. Consider the line throughA parallel
to GP . Its reflection in the bisector of angleA intersects the circumcircle at a
point Q′, which is the isogonal conjugate of the infinite point ofGP . So, the line
GaPa is the image ofAQ

′ under the homothetyh
(

K,
1

3

)

, and it passes through a
trisection point of the segmentKQ

′ (see Figure 2).

IK

Ca

Ba

A

B C

G

Ga

P

Q
′ Pa

Q

Figure 2.

In a similar manner, the reflections of the parallels toGP throughB andC in the
respective angle bisectors intersect the circumcircle at the same pointQ

′. Hence,
the linesGbPb andGcPc also pass through the pointQ, which is the image ofQ′

under the homothetyh
(

K,
1

3

)

. It is clear that the pointQ lies on the circumcircle
of triangleGaGbGc (see Figure 3). We summarize this in the following theorem.

Theorem 1. LetP be a triangle center ofABC, andPa, Pb, Pc the corresponding
centers in trianglesABaCa, BCbAb, CAcBc, which have centroidsGa, Gb, Gc re-
spectively. The linesGaPa, GbPb, GcPc intersect at a pointQ on the circumcircle
of triangleGaGbGc.

Here we use homogeneous barycentric coordinates. SupposeP = (u : v : w)
with reference to triangleABC.

(i) The isogonal conjugate of the infinite point of the lineGP is the point

Q
′ =

(

a
2

−2u + v + w

:
b
2

u − 2v + w

:
c
2

u + v − 2w

)

on the circumcircle.
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K

Ca

Ba

Cb

Ab

Bc

Ac

A

B C

G

Ga

Gb Gc

P

Q
′ Q

Figure 3.

(ii) The linesGaPa, GbPb, GcPc intersect at the point

Q =

(

a
2

v + w − 2u

(

a
2 +

b
2(w − u)

w + u − 2v

+
c
2(v − u)

u + v − 2w

)

: · · · : · · ·

)

.

which dividesKQ
′ in the ratioKQ : QQ

′ = 1 : 2.

2. A generalization

More generally, given a pointT = (x : y : z), we consider the triangles inter-
cepted by the antiparallels throughT . These are the trianglesABaCa, AbBCb and
AcBcC with coordinates (see [1,§3]):

Ba = (b2
x + (b2 − c

2)y : 0 : c
2
y + b

2
z),

Ca = (c2
x − (b2 − c

2)z : c
2
y + b

2
z : 0),

Cb = (a2
z + c

2
x : c

2
y + (c2 − a

2)z : 0),
Ab = (0 : a

2
y − (c2 − a

2)x : a
2
z + c

2
x),

Ac = (0 : b
2
x + a

2
y : a

2
z + (a2 − b

2)x),
Bc = (b2

x + a
2
y : 0 : b

2
z − (a2 − b

2)y).

Now, for a pointP with coordinates(u : v : w) with reference to triangleABC,
the one with the same coordinates with reference to triangleABaCa is

Pa =
(

b
2
c
2(x + y + z)u + c

2(b2
x + (b2 − c

2)y)v + b
2(c2

x − (b2 − c
2)z)w :

b
2(c2

y + b
2
z)w : c

2(c2
y + b

2
z)v

)

.



152 S.-C. Liu

By puttingu = v = w = 1, we obtain the coordinates of the centroid

Ga =
(

3b
2
c
2
x + c

2(2b
2 − c

2)y − b
2(b2 − 2c

2)z) : b
2(c2

y + b
2
z) : c

2(c2
y + b

2
z)

)

of ABaCa. The equation of the lineGaPa is

(c2
y + b

2
z)(v − w)X

+ (c2(x + y + z)u + (−2c
2
x − c

2
y + (b2 − 2c

2)z)v + (c2
x − (b2 − c

2)z)w)Y

− (b2(x + y + z)u + (b2
x + (b2 − c

2)y)v − (2b
2
x + (2b

2 − c
2)y + b

2
z)w)Z

= 0.

By cyclically replacing(a, b, c), (u, v, w), (x, y, z), and(X, Y, Z) respectively by
(b, c, a), (v, w, u), (y, z, x), and(Y, Z, X), we obtain the equation of the lineGbPb.
One more applications gives the equation ofGcPc.

Proposition 2. The three linesGaPa, GbPb, GcPc are concurrent if and only if

f(u, v, w)(x + y + z)2
(

b
2
c
2(v − w)x + c

2
a

2(w − u)y + a
2
b
2(u − v)z

)

= 0,

where

f(u, v, w) =
∑

cyclic

(

(2b
2 + 2c

2 − a
2)u2 + (b2 + c

2 − 5a
2)vw

)

.

Computing the distance betweenG andP , we obtain

f(u, v, w) = 9(u + v + w)2 · GP
2
.

This is nonzero forP 6= G. From this we obtain the following theorem.

Theorem 3. For a fixed pointP = (u : v : w), the locus of a pointT for which
theGP -lines of trianglesABaCa, AbBCb, andAcBcC are concurrent is the line

b
2
c
2(v − w)X + c

2
a

2(w − u)Y + a
2
b
2(u − v)Z = 0.

Remarks.(1) The line clearly contains the symmedian pointK and the point(a2
u :

b
2
v : c

2
w), which is the isogonal conjugate of the isotomic conjugate ofP .

(2) The locus of the point of concurrency is the line
∑

cyclic

b
2
c
2(v − w)((c2 + a

2 − b
2)(u − v)2 + (a2 + b

2 − c
2)(u − w)2)X = 0.

This line contains the points
(

a
2

(c2 + a
2 − b

2)(u − v)2 + (a2 + b
2 − c

2)(u − w)2
: · · · : · · ·

)

and
(

a
2
u

(c2 + a
2 − b

2)(u − v)2 + (a2 + b
2 − c

2)(u − w)2
: · · · : · · ·

)

.
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Theorem 4. For a fixed pointT = (x : y : z), the locus of a pointP for which the
GP -lines of trianglesABaCa, AbBCb, andAcBcC are concurrent is the line

(

y

b
2
−

z

c
2

)

X +
(

z

c
2
−

x

a
2

)

Y +
(

x

a
2
−

y

b
2

)

Z = 0.

Remark.This is the line containing the centroidG and the point
(

x
a2 : y

b2
: z

c2

)

.

More generally, given a pointT = (x : y : z), we study the condition for which
the images of the line

L : uX + vY + wZ = 0

in the three trianglesABaCa, AbBCb andAcBcC are concurrent. Now, the image
of the lineL in ABaCa is the line

− u(c2
y + b

2
z)X + ((c2

x − (b2 − c
2)z)u − c

2(x + y + z)w)Y

+ ((b2
x + (b2 − c

2)y)u − b
2(x + y + z)v)Z = 0.

Similarly, we write down the equations of the images inAbBCb andAcBcC. The
three lines are concurrent if and only if

((b2 + c
2 − a

2)(v − w)2 + (c2 + a
2 − b

2)(w − u)2 + (a2 + b
2 − c

2)(u − v)2)

· (x + y + z)2





∑

cyclic

u · a2(c2
y + b

2
z)



 = 0.

Since the first two factors are nonzero for nonzero(u, v, w) and(x, y, z), we
obtain the following result.

Theorem 5. GivenT = (x : y : z), the antiparallel images of a line are concurrent
if and only if the line contains the point

T
′ =

(

y

b
2

+
z

c
2

:
z

c
2

+
x

a
2

:
x

a
2

+
y

b
2

)

.

Here are some examples of correspondence:

T T
′

T T
′

T T
′

X1 X37 X19 X1214 X69 X1196

X2 X39 X20 X800 X99 X1084

X3 X6 X40 X1108 X100 X1015

X4 X216 X55 X1 X110 X115

X5 X570 X56 X9 X111 X2482

X6 X2 X57 X1212 X887 X888
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Dedicated to the memory of Professor Ferenc Radó (1921-1990)

Abstract. We offer a survey of some lesser known or new trigonometric proofs
of the Steiner-Lehmus theorem. A new proof of a recent refined variant is also
given.

1. Introduction

The famous Steiner-Lehmus theorem states that if the internal angle bisectors
of two angles of a triangle are equal, then the triangle is isosceles. For a recent
survey of the Steiner-Lehmus theorem, see M. Hajja [8]. From the bibliography
of [8] one can find many methods of proof, purely geometric, or trigonometric,
of this theorem. Our aim in this note is to add some new references, and to draw
attention to some little or unknown proofs, especially trigonometric ones. We shall
also include a new trigonometric proof of a refined version of the Steiner-Lehmus
theorem, published recently [9].

First, we want to point out some classical geometric proofs published in 1967
by A. Froda [4], attributed to W. T. Williams and G. T. Savage. Another interesting
proof by A. Froda appears in his book [5] (see also the book of the second author
[15]). Another purely geometric proof was published in 1973 by M. K. Sathya
Narayama [16]. Other papers are by K. Seydel and C. Newman [17], or the more
recent papers by D. Beran [1] or D. Rüthing [13]. None of the recent extensive
surveys connected with the Steiner-Lehmus theorem mentions the use of complex
numbers in the proof. Such a method appears in the paper by C. I. Lubin [11] in
1959.

Trigonometric proofs of Euclidean theorems have gained additional importance
after the appearance of Ungar’s book [18]. In this book, the author develops a kind
of trigonometry that serves Hyperbolic Geometry in the same way our ordinary
trigonometry does Euclidean Geometry. He calls it Gyrotrigonometry and proves
that the ordinary trigonometric identities have counterparts in that trigonometry.

Publication Date: July 6, 2009. Communicating Editor: Paul Yiu.
The authors thank Professor D. Plachky for a reprint of [9] and Professor A. Furdek for providing

a copy of [11]. They are also indebted to the referee for his many remarks and suggestions which
helped improve the presentation of the paper, and for pointing out the newreferences [6, 7, 10, 18].
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Consequently, he takes certain trigonometrical proofs of Euclidean theorems and
shows that these proofs, hence also the corresponding theorems, remain valid in
Hyperbolic Geometry. In this context, he includes the trigonometric proofs ofthe
Urquhart and the Steiner-Lehmus theorems that appeared in [7] and [8]. Related
to the question, first posed by Sylvester (also mentioned in [8]), whether there is
a direct proof of the Steiner-Lehmus theorem, recently J. H. Conway (see [2]) has
given an intriguing argument that there is no such proof. However, the validity of
Conway’s argument is debatable since a claim of the non-existence of a direct proof
should be formulated in a more precise manner using, for example, the language
of intuitionistic logic.

2. Trigonometric proofs of the Steiner-Lehmus theorem

2.1. Perhaps one of the shortest trigonometric proofs of the Steiner-Lehmus theo-
rem one can find in a forgotten paper (written in Romanian) in 1916 by V. Cristescu
[3]. Let BB

′ andCC
′ denote two angle bisectors of the triangleABC (see Fig.

1). By using the law of sines in triangleBB
′
C, one gets

BB
′

sinC

=
BC

sin
(

C + B
2

) .

B
′

C
′

A

B C

Figure 1.

As C + B
2

= C + 180◦−C−A
2

= 90◦ − A−C
2

, one has

BB
′ = a ·

sinC

cos A−C
2

.

Similarly,

CC
′ = a ·

sinB

cos A−B
2

.

AssumingBB
′ = CC

′, and using the identitiessinC = 2 sin C
2

cos C
2

, and
sin C

2
= cos A+B

2
, sin B

2
= cos A+C

2
, we have

cos
C

2
· cos

A + B

2
cos

A − B

2
= cos

B

2
cos

A + C

2
cos

A − C

2
. (1)
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Now from the identity

cos(x + y) · cos(x − y) = cos2 x + cos2 y − 1,

relation (1) becomes

cos
C

2

(

cos2
A

2
+ cos2

B

2
− 1

)

= cos
B

2

(

cos2
A

2
+ cos2

C

2
− 1

)

.

This simplifies into
(

cos
B

2
− cos

C

2

)(

sin2 A

2
+ cos

B

2
cos

C

2

)

= 0.

As the second paranthesis of (6) is strictly positive, this impliescos B
2
−cos C

2
= 0,

soB = C.

2.2. In 2000, respectively 2001, the German mathematicians D. Plachky [12] and
D. Rüthing [14] have given other trigonometric proofs of the Steiner-Lehmus theo-
rem, based on area considerations. We present here the method by Plachky. Denote
the angles atB andC respectively byβ andγ, and the angle bisectorsBB

′ and
AA

′ by wb andwa (see Figure 2).

wb

wa B
′

A
′

A

B C

β/2

β/2

Figure 2.

By using the trigonometric form1

2
ab sin γ of the area of triangleABC, and

decomposing the initial triangle in two triangles, we get

1

2
awβ sin

β

2
+

1

2
cwβ sin

β

2
=

1

2
bwα sin

α

2
+

1

2
cwα sin

α

2
.

By the law of sines we have

sinα

a

=
sinβ

b

=
sin(π − (α + β))

c

,

so assumingwα = wβ , we obtain

c sinα

sin(α + β)
sin

β

2
+ c sin

β

2
=

c sinβ

sin(α + β)
sin

α

2
+ c sin

α

2
,

or

sin(α + β)

(

sin
α

2
− sin

β

2

)

+ sin
α

2
sin β − sinα sin

β

2
= 0. (2)
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Writing sinα = 2 sin α
2

cos α
2

etc, and using the formulae

sinu − sin v = 2 sin
u − v

2
cos

u + v

2
, (3)

cos u − cos v = − 2 sin
u − v

2
sin

u + v

2
, (4)

we rewrite (2) as

2 sin
α − β

4

(

sin(α + β) cos
α + β

4
+ 2 sin

α

2
sin

β

2
sin

α + β

2

)

= 0.

Sinceα+β < π, the expression inside the parenthesis is strictly positive. It follows
thatα = β.

2.3. The following trigonometric proof seems to be much simpler. It can found
in [10, pp. 194-196]. According to Honsberger, this proof was rediscovered by
M. Hajja who later came across in it some obscure Russian book. The authors
rediscovered again this proof, and wish to thank the referee for this information.
Writing the area of triangleABC in two different ways (using trianglesABB

′ and
BB

′
C) we get immediately

wb =
2ac

a + c

cos
β

2
. (5)

Similarly,

wa =
2bc

b + c

cos
α

2
. (6)

Suppose now that,a > b. Thenα > β, so α
2

>
β
2
. As α

2
, β

2
∈ (0,

π
2
), one gets

cos α
2

< cos β
2
. Also, bc

b+c
<

ac
a+c

is equivalent tob < a. Thus (5) and (6) imply
wa > wb. This is indeed a proof of the Steiner-Lehmus theorem, as supposing
wa = wb and lettinga > b, we would lead to the contradictionwa > wb, a
contradiction; similarly witha < b.

For another trigonometric proof of a generalized form of the theorem, we refer
the reader to [6].

3. A new trigonometric proof of a refined version

Recently, M. Hajja [9] proved the following stronger version of the Steiner-
Lehmus theorem. LetBY andCZ be the angle bisectors and letBY = y, CZ =
z, Y C = v, BZ = V (see Figure 3).

Then

c > b ⇒ y + v > z + V. (7)

As V = ac
a+b

, v = ab
a+c

, it is immediate thatc > b ⇒ V > v. Thus, assuming
c > b, and using (7) we gety > z, i.e. the Steiner-Lehmus theorem (see§2.3). In
[9], the proof of (7) made use of a nice lemma by R. Breusch. We offer here a new
trigonometric proof of (7), based only on the law of sines, and simple trigonometric
facts.
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y
z

V

v

Y

Z

A

B C

Figure 3.

In triangleBCY one can write

a

sin
(

C + B
2

) =
CY

sin B
2

=
BY

sinC

,

so
y + v

sin C + sin B
2

=
a

sin
(

C + B
2

) ,

implying

y + v =
a

(

sinC + sin B
2

)

sin
(

C + B
2

) . (8)

Similarly,

z + V =
a

(

sinB + sin C
2

)

sin
(

B + C
2

) . (9)

Assume now thaty + v > z + V . Applying sinu + sin v = 2 sin u+v
2

cos u−v
2

and
using the facts thatcos

(

C
2

+ B
4

)

> 0, cos
(

B
2

+ C
4

)

> 0, after simplification, from
(8) and (9) we get the inequality

cos

(

C

2
−

B

4

)

cos

(

B

2
+

C

4

)

> cos

(

B

2
−

C

4

)

cos

(

C

2
+

B

4

)

.

Using2 cos u cos v = cos u+v
2

+ cos u−v
2

, this implies

cos

(

3C

4
+

B

4

)

+ cos

(

C

4
−

3B

4

)

> cos

(

3B

4
+

C

4

)

+ cos

(

B

4
−

3C

4

)

,

or

cos

(

3C

4
+

B

4

)

− cos

(

3B

4
+

C

4

)

> cos

(

B

4
−

3C

4

)

− cos

(

C

4
−

3B

4

)

.

Now applying (4), we get

− sin
B

2
sin

3C

2
> − sin

C

2
sin

3B

2
. (10)

By sin 3u = 3 sinu − 4 sin3
u we get immediately from (10) that

−3 + 4 sin2 C

2
> −3 + 4 sin2 B

2
. (11)
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Since the functionx 7→ sin2
x is strictly increasing inx ∈

(

0,
π
2

)

, the inequality
(11) is equivalent toC > B. We have actually shown thaty+v > z+V ⇔ C > B,
as desired.
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sion of Miercurea–Ciuc, Str. Topliţa Nr. 20. Miercurea–Ciuc, Romania

E-mail address: olah gal@topnet.ro
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An Angle Bisector Parallel Applied to
Triangle Construction

Harold Connelly and Beata Randrianantoanina

Abstract. We prove a theorem describing a line parallel to an angle bisector of
a triangle and passing through the midpoint of the opposite side. We then apply
this theorem to the solution of four triangle construction problems.

Consider the triangleABC with angle bisectorATa, altitudeAHa, midpoint
Ma of sideBC and Euler pointEa (see Figure 1). Let the circle with center atEa

and passing throughMa intersectAHa at P . Draw the lineMaP . We prove the
following theorem.

A

B
C

P

Ha

Ta

Ea

Ma

Figure 1.

Theorem 1. In any triangle ABC with Ha not coinciding with Ma, the line MaP

is parallel to the angle bisector ATa.

Proof. Let O be the circumcenter ofABC (see Figure 2). The perpendicular bi-
sectorMaO and the angle bisectorATa intersect the circumcircle(O) atS. Let the
midpoint ofEaO beR, and reflect the entire figure throughR. Let the reflection of
ABC beA

′
B

′
C

′. SinceEaMa is equal to the circumradius, the circleEa(Ma) is
the reflection of(O) and is the circumcircle ofA′

B
′
C

′. Since segmentsAEa and
MaO are equal and parallel,A is the reflection ofMa and is therefore the midpoint
of B

′
C

′. Thus,AHa is the perpendicular bisector ofB
′
C

′. Finally,AHa intersects
circleEa(Ma) atP , thereforeMaP is the bisector of angleB′

A
′
C

′ and parallel to
ATa. �
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A

B
C

P

A
′
= MaHa

Ta

Ea

O

B
′

C
′

S

R

Figure 2.

Remark. For the case whereHa andMa coincide, triangleABC is isosceles (with
apex atA) or equilateral. The linesMaP andATa will coincide.

Wernick [3] presented139 problems of constructing a triangle with ruler and
compass given the location of three points associated with the triangle and chosen
from a list of sixteen points. See Meyers [2] for updates on the status of the prob-
lems from this list. Connelly [1] extended this work by adding four more points
to the list and 140 additional problems, many of which were designated as unre-
solved. We now apply Theorem 1 to solve four of these previously unresolved
problems. The problem numbers are those given by Connelly.

A

B
C

P

N

Ma

H

Ha

Ta

Ea

O

Figure 3.

Problem 99. GivenEa, Ma andTa construct triangleABC.
Solution. Draw line MaTa containing the sideBC and then the altitudeEaHa
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to this side (see Figure 3). The circle with centerEa and passing throughMa

intersects the altitude atP . DrawMaP . By Theorem 1, the line throughTa parallel
to MaP intersects the altitude atA. ReflectA throughEa to get the orthocenter
H. The midpoint ofEaMa is the nine-point centerN . ReflectH throughN to
obtainO. Draw the circumcircle throughA, intersectingMaTa atB andC.

Number of Solutions. Depending on the relative positions of the three points, there
are two solutions, no solution or an infinite number of solutions. We start by locat-
ingEa andMa. Then the segmentEaMa is a diameter of the nine-point circle(N).
Since, for any triangle, angleEaTaMa must be greater than90◦, Ta must be inside
(N), or coincide withMa, to have a valid solution. For the case withTa inside
(N), we have two solutions since the circleEa(Ma) intersects the altitude twice
and each intersection leads to a distinct solution. If the three points are collinear,
the two triangles are congruent reflections of each other through the line.If Ta is
outside or on(N), except atMa, there is no solution. IfTa coincides withMa,
there are an infinite number of solutions. In this case, the vertexA can be chosen
anywhere on the open segmentMaM

′

a (whereM
′

a is the reflection ofMa in Ea),
and there is a resultant isosceles triangle.

Problem 108. GivenEa, N andTa construct triangleABC.

Problem 137. GivenMa, N andTa construct triangleABC.
Solution. SinceN is the midpoint ofEaMa, both of these problems reduce to
Problem 99.

Problem 130. GivenHa, N andTa construct triangleABC.
Solution. The nine-point circle, with centerN and passing throughHa, intersects
line HaTa again atMa, also reducing this problem to Problem 99.

Related to these, the solutions of the following two problems are locus restricted:
(i) Problem 78: givenEa, Ha, Ta;
(ii) Problem 99 in Wernick’s list [3]: givenMa, Ha, Ta.
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A Family of Quartics Associated with a Triangle

Peter Yff

Abstract. It is known [1, p.115] that the envelope of the family of pedal lines
(Simson or Wallace lines) of a triangleABC is Steiner’s deltoid, a three-cusped
hypocycloid that is concentric with the nine-point circle ofABC and touches it
at three points. Also known [2, p.249] is that the nine-point circle is the locus
of the intersection point of two perpendicular pedal lines. This paper considers a
generalization in which two pedal lines form any acute angleθ. It is found that
the locus of their intersection point, for any value ofθ, is a quartic curve with
the same axes of symmetry as the deltoid. Moreover, the deltoid is the envelope
of the family of quartics. Finally, it is shown that all of these quartics, as well as
the deltoid and the nine-point circle, may be simultaneously generated by points
on a circular disk rolling on the inside of a fixed circle.

1. Sketching the loci

Consider two pedal lines of triangleABC which intersect and form an angleθ.
It is required to find the locus of the intersection point for all such pairs ofpedal
lines for any fixed value ofθ. There are infinitely many loci asθ varies between0
andπ

2
. By plotting points, some of the loci are sketched in Figure 1. These include

the casesθ = π
4
, π

3
, 5π

12
, and π

2
, the curves have been colored. Asθ → 0, the

locus approaches Steiner’s deltoid. It will be shown later that in generalthe locus
is a quartic curve. Asθ → π

2
, the quartic merges into two coincident circles (the

nine-point circle). Otherwise each curve has three double points, whichseem to
merge into a triple point whenθ = π

3
. This case resembles the familiar trefoil, or

“three-leaved rose” of polar coordinates.

2. A conjecture

Figure 1 seems to suggest that all of the loci might be generated simultane-
ously by points on a circular disk that rolls inside a fixed circle concentric withthe
nine-point circle. For example, the deltoid could be generated by a point onthe
circumference of the disk, provided that the radius of the disk is one third that of
the circle. The other curves might be hypotrochoids generated by interiorpoints of
the disk. However, this fails because, for example, there is no generatingpoint for
the nine-point circle.
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Another possible approach is given by Zwikker [2, pp.248–249], whoshows
that the same hypocycloid of three cusps may be generated when the radiusof the
rolling circle is two thirds of the radius of the fixed circle. In this case the deltoid
is generated in the opposite sense, and two circuits of the rolling circle are required
to generate the entire curve. Simultaneously the nine-point circle is generated by
the center of the rolling disk. It is now necessary to prove that every locus in the
family is generated by a point on the rolling disk.

Figure 1

3. Partial proof of the conjecture

In Figure 2 the nine-point circle is placed with its center at the origin of an
xy-plane. Its radius isR

2
, R being the radius of the circumcircle ofABC. The

radius of the fixed circle, also with center at the origin, is3R
2

. The rolling disk has
radiusR, and initially it is placed so that it is touching the fixed circle at a cusp of
the deltoid. Let thex-axis pass through this point of tangency. The center of the
rolling disk is designated byQ, so thatOQ = R

2
. ST is a diameter of the rolling

disk, with T initially at its starting point
(

3R
2

, 0
)

. Let P =
(

R
2

+ u, 0
)

be any
point on the radiusQT (0 ≤ u ≤ R). Then, as the disk rotates clockwise about
its center, it rolls counterclockwise along the circumference of the fixed circle, and
the locus ofP is represented parametrically by

x =
R

2
cos t + u cos

t

2
,

y =
R

2
sin t − u sin

t

2
. (1)
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In these equationsu is the parameter of the family of hypotrochoids, whilet

is the running parameter on each curve. Whenu = 0, the locus is the nine-point
circlex

2 + y
2 = R2

4
. Whenu = R, the parametric equations become

x =
R

2

(

cos t + 2 cos
t

2

)

,

y =
R

2

(

sin t − 2 sin
t

2

)

, (2)

which are well known to represent a deltoid.

TO
S

Q P

Figure 2

One further example is the caseu = R
2

, for which

x =
R

2

(

cos t + cos
t

2

)

= R cos
3t

4
cos

t

4
,

y =
R

2

(

sin t − sin
t

2

)

= R cos
3t

4
sin

t

4
. (3)

These equations represent a trefoil, for which the standard equation in polar
coordinates is

r = a cos 3θ,

from whichx = a cos 3θ cos θ andy = a cos 3θ sin θ. This result is identical with
(3) whent = 4R andR = a. Henceu = R

2
gives a trefoil (see Figure 3).

The foregoing is not a complete proof of the conjecture, because it is necessary
to establish a connection with the loci of Figure 1. These are the curves generated
by the intersection points of pedals lines that form a constant angle.
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TO
S

Q P

Figure 3

4. A family of quartics

By means of elementary algebra and trigonometric identities, the parametert

may be eliminated from equations (1) to obtain

(4R
2(x2 + y

2) + 24u
2
Rx + 8u

4 + 2u
2
R62 − T

4)2

= 4u
2(4Rx + 4u

2 − R
2)2(4Rx + u

2 + 2R
2). (4)

Thus, (1) is transformed into an equation of degree4 in x andy. The only excep-
tional case isu = 0, which reduces to(4x

2 + 4y
2 −R

2)2 = 0. This represents the
nine-point circle, taken twice.

5. Envelope of the family

In order to find the envelope of (4), it is more practical to use the parametricform
(1). The parameteru will be eliminated by using the partial differential equation

∂x

∂t

∂y

∂u

=
∂x

∂u

∂y

∂t

,

or

−

(

R

2
sin t +

u

2
sin

t

2

)(

− sin
t

2

)

=

(

cos
t

2

) (

R

2
cos t −

u

2
cos

t

2

)

.

This reduces tou = R cos 3t
2

, and substitution in (1) results in the equations

x =
R

2
(2 cos t + cos 2t) ,

y =
R

2
(2 sin t − sin 2t) . (5)
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Replacingt by − t
2

transforms (5) to (2), showing that the envelope of (1) or (4) is
the deltoid, which is itself a member of the family.

6. A “rolling” diameter

At the point given by (2) the slope of the deltoid is easily found to betan t
4
.

Hence the equation of the tangent line may be calculated to be

y −
R

2

(

sin t − 2 sin
t

2

)

= tan
t

4

(

x −
R

2

(

cos t + 2 cos
t

2

))

,

or

y = tan
t

4

(

x −
R

2

(

1 + 2 cos
t

2

))

. (6)

Since the deltoid is a quartic curve, and since the point of tangency may be
regarded as a double intersection with the tangent line (6), the tangent mustmeet
the curve at two other points. Let

(

R
2

(

cos v + 2 cos v
2

)

,
R
2

(

sin v − 2 sin v
2

))

be
any point on the curve, and substitute this for(x, y) in (6). The result is

R

2

(

sin v − 2 sin
v

2

)

= tan
t

4

(

R

2

(

cos v + 2 cos
v

2

)

−
R

2

(

1 + 2 cos
t

2

))

,

which becomes

2 sin
v

2
cos

v

2
− 2 sin

v

2

= tan
t

4

(

cos2
v

2
− sin2 v

2
+ 2 cos

v

2
− 1 − 2 cos

t

2

)

. (7)

In order to rewrite this as a homogeneous quartic equation, we make use of the
identities

sin
v

2
= 2 sin

v

4
cos

v

4
,

cos
v

2
= cos2

v

4
− sin2 v

4
,

1 = sin2 v

4
+ cos2

v

4
.

Then (7) becomes

4 sin
v

4
cos

v

4

(

cos2
v

4
− sin2 v

4

)

− 4 sin
v

4
cos

v

4

(

sin2 v

4
+ cos2

v

4

)

= tan
t

4

[

(

cos2
v

4
− sin2 v

4

)2

−
(

2 sin
v

4
cos

v

4

)2

+ 2
(

cos2
v

4
− sin2 v

4

) (

sin2 v

4
+ cos2

v

4

)

−
(

sin2 v

4
+ cos2

v

4

)2

−2 cos
t

2

(

sin2 v

4
+ cos2

v

4

)2
]

.
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The terms are then arranged according to descending powers ofsin v
4

to obtain

2 tan
t

4

(

1 + cos
t

2

)

sin4 v

4
− 8 sin3 v

4
cos

v

4

+ 4 tan
t

4

(

2 + cos
t

2

)

sin2 v

4
cos2

v

4
− 2 tan

t

4

(

1 − cos
t

2

)

cos4
v

4
= 0.

Dividing by 2 tan t
4
cos4 v

4
and lettingV := tan v

4
simplifies this to

(

1 + cos
t

2

)

V
4 − 4 cot

t

4
· V 3 + 2

(

2 + cos
t

2

)

V
2 −

(

1 − cos
t

2

)

= 0.

Since the tangent line touches the deltoid wherev = t, the quartic expression must
contain the double factor

(

V − tan t
4

)2
. The factored result is

(

1 + cos
t

2

)(

V − tan
t

4

)2 [

V
2 − 2 cot

t

4
· V − 1

]

= 0.

Hence the other solutions are found by solving

V
2 − 2 cot

t

4
· V − 1 = 0,

which yieldsV = cot t
4
± csc t

4
= cot t

8
or − tan t

8
. SinceV = tan v

4
, these may

be expressed asv = 2π− t
2

andv = − t
2

respectively. Because of periodicity there
are other solutions to the quadratic equation, but geometrically there are onlytwo,
and the ones found here are distinct. The first one, substituted in (2), gives

(x, y) =

(

R

2

(

cos
t

2
− 2 cos

t

4

)

,

R

2

(

− sin
t

2
− 2 sin

t

4

))

.

Let this be the pointT , shown in Figures 2 and 3. The pointS at the other end of
the diameter is given by the second solutionv = − t

2
:

S =

(

R

2

(

cos
t

2
+ 2 cos

t

4

)

,

R

2

(

− sin
t

2
+ 2 sin

t

4

))

.

The usual distance formula shows that the length ofST is 2R. Moreover, the mid-
point of ST is

(

R
2

cos t
2
, −R

2
sin t

2

)

, which is on the nine-point circle. Therefore
it is the center of the rolling disk, andST is a diameter. Since bothS andT gen-
erate the deltoid, this confirms the fact that, for any line tangent to the deltoid, the
segment within the curve is of constant length. See [2, p.249].

In order for the pointT to trace one arch of the deltoid, the rolling disk travels
through4π

3
radians on the fixed circle. Simultaneously the diameterST rolls end

over end to generate (as a tangent) the other two arches of the deltoid.

7. Proof of the conjecture

It remains to be shown that every locus defined by the intersection point oftwo
pedal lines meeting at a fixed angle is a hypotrochoid defined by (1). Let one pedal
line be given by (6), with slopetan t

4
. A second pedal line, forming the angleθ

with the first, is obtained by replacingt
4

by t
4

+ θ. (There is no need to include
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−θ, because this will be taken care of whilet ranges over all of its values). The
equation of the second pedal line will therefore be

y = tan

(

t

4
+ θ

)[

x −
R

2

(

1 + 2 cos

(

t

2
+ 2θ

))]

. (8)

Simultaneous solution of (6) and (7), after manipulation with trigonometrical
identities, gives the result

x =
R

2

[

cos(t + 2θ) + 2 cos θ cos

(

t

2
+ θ

)]

,

y =
R

2

[

sin(t + 2θ) − 2 cos θ sin

(

t

2
+ θ

)]

. (9)

Finally, replacingt + 2θ by t andR cos θ by u, we transform (9) into

x =
R

2
cos t + u cos

t

2
,

y =
R

2
sin t − u sin

t

2
,

precisely equal to (1), the parametric equations of the family of hypotrochoids.
Thus the result is established.

Remark. The family of quartics contains loci which are outside the deltoid, but
these correspond to values ofu > R, in which caseθ would be imaginary.
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Circle Chains Inside a Circular Segment

Giovanni Lucca

Abstract. We consider a generic circles chain that can be drawn inside a circu-
lar segment and we show some geometric properties related to the chain itself.
We also give recursive and non recursive formulas for calculating the centers
coordinates and the radius of the circles.

1. Introduction

Consider a circle with diameterAB, centerC, and a chordGH perpendicular
to AB (see Figure 1). PointO is the intersection between the diameter and the
chord. Inside the circular segment bounded by the chordGH and the arcGBH, it
is possible to construct a doubly infinite chain of circles each tangent to the chord,
and to its two immediate neighbors.

(X1, Y1)

(X0, Y0)

(X−1, Y−1)

G

H

O
A B

C

Figure 1. Circle chain inside a circular segment

Let 2(a + b) be the diameter of the circle and2b the length of the segmentOB.
We set up a cartesian coordinate system with origin atO. Beginning with a circle
with center(X0, Y0) and radiusr0 tangent to the chordGH and the arcGBH, we
construct a doubly infinite chain of tangent circles, with centers(Xi, Yi) and radius
ri for integer values ofi, positive and negative.
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2. Some geometric properties of the chain

We first demonstrate some basic properties of the doubly infinite chain of circles.

Proposition 1. The centers of the circles lie on the parabola with axis along AB,
focus at C, and vertex the midpoint of OB.

O
′

G

H

O
A B

C

Q

Figure 2. Centers of circles in chain on a parabola

Proof. Consider a circle of the chain with centerO
′(x, y), radiusr, tangent to the

arc GBH at Q. Since the segmentCQ containsO′ (see Figure 2), we have, by
taking into account thatC has coordinates(b − a, 0) and

CQ = a + b,

CO
′ =

√

(x − b + a)2 + y
2
,

O
′
Q = r = x,

CO
′ = CQ − O

′
Q.

From these, we have
√

(x − b + a)2 + y
2 = a + b − x,

which simplifies into
y

2 = −4a(x − b). (1)

This clearly represents the parabola symmetric with respect to thex-axis, vertex
(b, 0), the midpoint ofOB, and focus(b− a, 0), which is the centerC of the given
circle. �
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Proposition 2. The points of tangency between consecutive circles of the chain lie
on the circle with center A and radius AG.

Oi

G

H

O
A B

C

Q
Ti

Figure 3. Points of tangency on a circular arc

Proof. Consider two neighboring circles with centers(Xi, Yi), (Xi+1, Yi+1), radii
ri, ri+1 respectively, tangent to each other atTi (see Figure 3). By using Proposi-
tion 1 and noting thatA has coordinates(−2a, 0), we have

AO
2
i = (Xi + 2a)2 + Y

2
i =

(

−
Y

2
i

4a

+ b + 2a

)2

+ Y
2
i ,

r
2
i = X

2
i =

(

−
Y

2
i

4a

+ b

)2

.

Applying the Pythagorean theorem to the right triangleAOiTi, we have

AT
2
i = AO

2
i − r

2
i = 4a(a + b) = AO · AB = AG

2
.

It follows thatTi lies on the circle with centerA and radiusAG. �

Proposition 3. If a circle of the chain touches the chord GH at P and the arc
GBH at Q, then the points A, P , Q are collinear.

Proof. Suppose the circle has centerO
′. It touchesGH at P and the arcGBH at

Q (see Figure 4). Note that trianglesCAQ andO
′
PQ are isosceles triangles with

∠ACQ = ∠PO
′
Q. It follows that∠CQA = ∠O

′
QP , and the pointsA, P , Q are

collinear. �
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O
′

G

H

O
A B

C

Q

P

Figure 4. Line joining points of tangency

Remark. Proposition 3 gives an easy construction of the circle given any one of the
points of tangency. The center of the circle is the intersection of the lineCQ and
the perpendicular toGH atP .

3. Coordinates of centers and radii

Figure 5 shows a right triangleOiOi−1Ki with the centersOi−1 andOi of two
neighboring circles of the chain. Since these circles have radiiri−1 = Xi−1 and
ri = Xi respectively, we have

(Xi−1 − Xi)
2 + (Yi − Yi−1)

2 = (ri + ri−1)
2 = (Xi + Xi−1)

2
,

(Yi − Yi−1)
2 = 4XiXi−1.

Making use of (1), we rewrite this as

(Yi − Yi−1)
2 = 4

(

b −
Y

2
i

4a

)(

b −
Y

2
i−1

4a

)

,

or
4a(a + b) − Y

2
i−1

4a
2

· Y 2
i − 2Yi−1Yi +

(a + b)Y 2
i−1 − 4ab

2

a

= 0. (2)

If we index the circles in the chain in such a way that the ordinateYi increases
with the indexi, then from (2) we have

Yi =
2Yi−1 −

(

Y 2
i−1

a
− 4b

)
√

1 + b
a

2
(

1 + b
a
−

Y 2
i−1

4a2

) . (3a)

This is a recursive formula that can be applied provided that the ordinateY0 of
the first circle is known. Note thatY0 must be chosen in the interval(−2

√
ab, 2

√
ab).
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Oi

Oi−1

G

H

O
A B

C

Ki

Figure 5. Construction for determination of recursive formula

Formulas for the abscissa of the centers and radii are immediately derived from (1),
i.e.:

Xi = ri = −
Y

2
i

4a

+ b. (4)

Now, it is possible to transform the recursion formula (??) into a continued
fraction. In fact, after some simple algebraic steps (which we omit for brevity), we
have

Yi = 2a





√

1 +
b

a

−
1

Yi−1

2a
+

√

1 + b
a



 . (5)

Defining

α = 2

√

1 +
b

a

, and Zi =
Yi

2a

−

√

1 +
b

a

(6)

for i = 1, 2, . . . , we have

Zi = −
1

α + Zi−1

.

Thus, for positive integer values ofi,

Zi = −
1

α −
1

α −
1

. . . − 1

α+Z0+

,

where we have usedZ0+ in place ofZ0

Z0+ =
Y0

2a

−

√

1 +
b

a

.
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This is to distinguish from the extension of the chain by working the recursion(3a)
backward:1

Yi−1 =
2Yi +

(

Y 2
i

a
− 4b

)
√

1 + b
a

2
(

1 + b
a
−

Y 2
i

4a2

) . (3b)

Thus, for negative integer values ofi, with

Z−i =
Y−i

2a

+

√

1 +
b

a

,

we have

Z−i = −
1

−α −
1

−α −
1

. . . − 1

−α+Z0−

,

where

Z0− =
Y0

2a

+

√

1 +
b

a

.

It is possible to give nonrecursive formulas for calculatingYi and Y−i. For
brevity, in the following, we shall consider onlyYi for positive integer indices
because, as far asY−i is concerned, it is enough to change, in all the formulae
involved, α into −α, Zi into Z−i, andZ0+ into Z0−. Starting from (5), and by
considering its particular structure, one can write, fori = 1, 2, 3, . . . ,

Zi = −
Qi−1(α)

Qi(α)

whereQi(α) are polynomials with integer coefficients. Here are the first ten of
them.

Q
0
(α) 1

Q
1
(α) α + Z

0+

Q
2
(α) (α2 − 1) + αZ

0+

Q
3
(α) (α3 − 2α) + (α2 − 1)Z

0+

Q
4
(α) (α4 − 3α

2 + 1) + (α3 − 2α)Z
0+

Q
5
(α) (α5 − 4α

3 + 3α) + (α4 − 3α
2 + 1)Z

0+

Q
6
(α) (α6 − 5α

4 + 6α2 − 1) + (α5 − 4α
3 + 3α)Z

0+

Q
7
(α) (α7 − 6α

5 + 10α3 − 4α) + (α6 − 5α
4 + 6α2 − 1)Z

0+

Q
8
(α) (α8 − 7α

6 + 15α4 − 10α
2 + 1) + (α7 − 6α

5 + 10α3 − 4α)Z
0+

Q
9
(α) (α9 − 8α

7 + 21α5 − 20α
3 + 5α) + (α8 − 7α

6 + 15α4 − 10α
2 + 1)Z

0+

According to a fundamental property of continued fractions [1], these polyno-
mials satisfy the second order linear recurrence

Qi(α) = αQi−1(α) − Qi−2(α). (7)

1Equation (3b) can be obtained by solving equation (2) forYi−1.
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We can further write

Qi(α) = Pi(α) + Pi−1(α)Z0+, (8)

for a sequence of simpler polynomialsPi(α), each either odd or even. In fact, from
(7) and (8), we have

Pi+2(α) = αPi+1(α) − Pi(α).

Explicitly,

Pi(α) =















1, i = 0,

∑

i

2

k=0
(−1)

i

2
+k

( i

2
+k

2k

)

α
2k

, i = 2, 4, 6, . . . ,

∑

i+1

2

k=1
(−1)

i+1

2
+k

( i−1

2
+k

2k−1

)

α
2k−1

, i = 1, 3, 5, . . . .

From (6), we have

Yi = a

(

α − 2
Qi−1(α)

Qi(α)

)

,

for i = 1, 2, . . . .
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On Three Circles

David Graham Searby

Abstract. The classical Three-Circle Problem of Apollonius requires the con-
struction of a fourth circle tangent to three given circles in the Euclidean plane.
For circles in general position this may admit as many as eight solutions or even
no solutions at all. Clearly, an “experimental” approach is unlikely to solve the
problem, but, surprisingly, it leads to a more general theorem. Here weconsider
the case of a chain of circles which, starting from an arbitrary point on one of
the three given circles defines (uniquely, if one is careful) a tangent circle at this
point and a tangency point on another of the given circles. Taking this new point
as a base we construct a circle tangent to the second circle at this point and to the
third circle, and repeat the construction cyclically. For any choice of the three
starting circles, the tangency points are concyclic and the chain can containat
most six circles. The figure reveals unexpected connections with many classi-
cal theorems of projective geometry, and it admits the Three-Circle Problem of
Apollonius as a particular case.

In the third century B.C., Apollonius of Perga proposed (and presumably solved,
though the manuscript is now lost) the problem of constructing a fourth circletan-
gent to three given circles. A partial solution was found by Jean de la Viète around
1600, but here we shall make use of Gergonne’s extremely elegant solution, which
covers all cases. The closure theorem presented here is a generalization of this
classical problem, and it reveals somewhat surprising connections with theorems
of Monge, D’Alembert, Pascal, Brianchon, and Desargues.

Unless the three given circles are tangent at a common point, the Problem of
Apollonius may have no solutions at all or it may have as many as eight – a Carte-
sian formulation would have to take into consideration the coordinates of the three
centers as well as the three radii, and even after normalization we would still be left
with an eighth degree polynomial. Algebraic and geometrical considerations lead
us to consider points as circles with radius zero, and lines as circles with infinite
radius. Inversion will, of course, permit us to eliminate lines altogether, however
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annotations.
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we must take into account the possibility of negative radii1. This apparent compli-
cation in reality allows us to define general parameters to describe the relationship
between pairs of circles:

Notation and Definitions (Circular Excess) Let Ci = Ci(xi, yi; ri) be the circle
with center(xi, yi) and radiusri; define

ei = x
2
i +y

2
i −r

2
i , eij = (xi−xj)

2+(yi−yj)
2−(ri−rj)

2
, and ǫij =

eij

4rirj

.

The usefulness of the “excess” quantitiese andǫ will be evident from the following
definitions.

Definition. We distinguish five types of relationships between pairs of circlesCi

andCj with nonzero radii, as illustrated in the accompanying table.

Nested:
εij < 0

Homogeneosuly tangent:
εij = 0

Intersecting:
0 < εij < 1

Oppositely tangent:
εij = 1

External:
εij > 1

These descriptions are preserved by inversion – specifically,

Theorem 1. (Inversive Invariants).The parameterǫij is invariant under inversion
in any circle whose center does not lie on either of the two given circles.

Proof. The circleC0(x0, y0; r0) invertsC(x, y; r) to C′(x′
, y

′; r′), where ifd is the

Euclidean distance between the centers ofC andC0, andI0 =
r2
0

d2
−r2 , we find

x
′ = x0 + I0(x − x0),

y
′ = y0 + I0(y − y0),

r
′ = rI0.

1There are two common ways to interpret signed radii. They provide an orientation to the circles
(as in [6]), so thatr > 0 would indicate a counterclockwise orientation,r < 0 clockwise, andr = 0

an unoriented point. In the limitr = ±∞, and one obtains oriented lines. This seems to be Searby’s
interpretation. Alternatively, as in [11], one can assume a circle for which r > 0 to be a disk (that
is, a circle with its interior), whiler < 0 indicates a circle with its exterior; a line for whichr = ∞

determines one half plane andr = −∞ the other. This interpretation works especially well in the
inversive plane (called thecircle planehere) which, in the model that fits best with this paper, is the
Euclidean plane extended by a single point at infinity that is incident with every line of the plane.
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(See [5, p. 79]). Upon applying the formula forǫij to C′

i andC′

j then simplifying,
we obtain the theorem. �

Theorem 1 permits us to work in acircle planeusing Cartesian coordinates, the
Euclidean definition of circles being extended to admit negative, infinite, andzero
radii.

S12S23S13

C1

C2

C3

Figure 1. The centers of similitudeSij of three circles lie on the axis of similitude.

Observation ( D’Alembert-Monge). The centers of similitudeSij of two circlesCi

andCj are the points on the line of centers where the common tangents (when they
exist) intersect. In Cartesian coordinates we have [7, Art. 114, p.105]

Sij =

(

rixj − rjxi

ri − rj

,

riyj − rjyi

ri − rj

)

.

Note that if the radii are of the same sign these coordinates correspond to the exter-
nal center of similitude; if the signs are opposite the center isinternal. Moreover,
three circles with signed radii generate three collinear points that lie on a line called
the axis of similitude(or Monge Line) σ, whose equation is [7, Art.117, p.107]

σ =

∣

∣

∣

∣

∣

∣

y1 y2 y3

r1 r2 r3

1 1 1

∣

∣

∣

∣

∣

∣

x −

∣

∣

∣

∣

∣

∣

x1 x2 x3

r1 r2 r3

1 1 1

∣

∣

∣

∣

∣

∣

y =

∣

∣

∣

∣

∣

∣

x1 x2 x3

y1 y2 y3

r1 r2 r3

∣

∣

∣

∣

∣

∣

.

As similar determinants appear frequently, we shall write them as∆abc if the rows
areai, bi, ci; or simply∆ab shouldci = 1.
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Lemma 2 (Second tangency point). If P (x0, y0) is a point on a circleCi whileCj

is a second circle, then there exists exactly one circleCa(xa, ya; ra) that is homo-
geneously tangent toCi at P and toCj at some pointP ′(x′

0, y
′

0). MoreoverCa has
parameters

xa = xi +
(x0 − xi)eij

2f
0
ij

, ya = yi +
(y0 − yi)eij

2f
0
ij

; ra = −ri −
(r0 − ri)eij

2f
0
ij

,

where

r0 := 0 and f
0
ij := rirj − (x0 − xi)(x0 − xj) − (y0 − yi)(y0 − yj);

and the coordinates ofP ′ are

x
′

0 = xi +
rie0j(xj − xi) + rjeij(x0 − xi)

rie0j + rj(eij − e0j)
,

y
′

0 = yi +
rie0j(yj − yi) + rjeij(y0 − yi)

rie0j + rj(eij − e0j)
,

where
e0j = (x0 − xj)

2 + (y0 − yj)
2 − r

2
j

.

Ci
Cj

Sij

Ca

Figure 2. The second tangency point of Lemma 2.

Proof. (Outline)2 The two tangency pointsP andP
′ are collinear with a center

of similitude Sij , which will be external or internal according as the radii have
the same or different signs [7, Art. 117, p. 108]. It is then sufficient tofind the
intersections ofSijP with Cj . One of the roots of the resulting quadratic equation

2The existence and uniqueness ofC is immediate to anybody familiar with inversive geometry:
inversion in a circle with centerP sendsP to infinity andCi to an oriented line; the image ofCa

under that inversion is then the unique parallel oriented line that is homogeneously tangent to the
image ofCj . Searby’s intent here was to provide explicit parameters, which were especially useful to
him for producing accurate figures in the days before the graphics programs that are now common.
I, however, drew the figures usingCinderella. Searby did all calculations by hand, but they are too
lengthy to include here; I confirmed the more involved formulas usingMathematica.
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represents the point onCj whose radius is parallel to that ofP on Ci; the other
yields the coordinates ofP ′, and the rest follows. �

We are now ready for the main theorem. The first part of the theorem – the
closure of the chain of circles – was first proved by Tyrrell and Powell[10], having
been conjectured earlier from a drawing.

Theorem 3(Apollonius Closure). LetC1, C2, andC3 be three circles in the Circle
Plane, and choose a pointP1 on C1. DefineC12 to be the unique circle homoge-
neously tangent toC1 at P1 and toC2, thus definingP2 ∈ C2. Continue withC23

homogeneously tangent toC2 at P2 and toC3 at P3, thenC34 homogeneously tan-
gent toC3 at P3 and toC1 at P4, ..., andC67 homogeneously tangent toC3 at P6

and toC1 at P7. Then this chain closes withC78 = C12 or, more simply,P7 = P1.
Moreover, the pointsP1, ..., P6 are cyclic(see Figure 3).

C1

C2

C3

P1

P2

P3

P4

P5

P6

C12

C23

C34

C45
C56

C61

Figure 3. Fori = 1, 2, and3 the given circleCi (in yellow) is homogeneously
tangent atPi to Ci(i+1) andC(i+5)i, and atPi+3 to C(i+3)(i+4) andC(i+2)(i+3)

(where the subscripts6 + ℓ of Cjk are reduced toℓ).

Proof.3 We first show that four consecutivePi’s lie on a circle, takingP1, P2, P3,
P4 as a typical example. See Figure 4.

3Rigby provides two proofs of this theorem in [6]. Searby independently rediscovered the result
around 1987; he showed it to me at that time and I provided yet another proof in [3]. Searby’s
approach has the virtue of being entirely elementary.
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P1 P4

P2P3
XY

C1

C23

C12 C34

π − (β + 2γ)π − (2α + β) γ

γα

α
β β

δ δ

Figure 4. Proof of the Main Theorem 3

Special cases are avoided by using directed angles (so that∠ABC is the angle
between 0 andπ through which the lineBA must be rotated counterclockwise
aboutB to coincide withBC). Denote byCi andCij the centers of the circlesCi

(wherei = 1, 2, 3) andCij (where1 ≤ i < j). By hypothesisPi is on the lines
joining C(i−1)i to Ci(i+1) andCi to bothCi(i+1) andC(i−1)i, where we use the
convention thatC3+k = Ck as shown in Figure 4. In that figure we denote the base
angles of the isosceles triangles△Ci(i+1)PiPi+1 by α, β, andγ, whileδ is the base
angle of△C1P4P1. Consider△C1XY formed by the linesC1P4C34, P2P3, and
C12P1C1. In △XP3P4, ∠P4 = γ and∠P3 = ∠P2P3C23 + ∠C23P3P4 = β + γ,
whence∠X = π − (β + 2γ). In △Y P1P2, ∠P1 = α and∠P2 = ∠P1P2C12 +
∠C12P2P3 = α + β, whence∠Y = π − (2α + β). Consequently,∠C1 =
π − (∠X + ∠Y ) = 2(α + β + γ)− π. But in△C1P4P1, ∠C1 = π − 2δ; whence,
2(α + β + γ) − π = π − 2δ, or

α + β + γ + δ = π.

Because∠P2P3P4 = β + γ and∠P2P1P4 = α+ δ, we conclude that these angles
are equal and the pointsP1, P2, P3, P4 lie on a circle. By cyclically permuting the
indices we deduce thatP5 andP6 lie on that same circle, which proves the claim
in the final statement of the theorem. This new circle already intersectsC1 at P1

andP4, so that the sixth circle of the chain, namely the unique circleC67 that is
homogeneously tangent toC3 at P6 and toC1, would necessarily be tangent toC1

atP1 or P4. Should the tangency point beP4, recalling thatC34 is the unique circle
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homogeneously tangent toC1 at P4 and toC3 at P3, we would necessarily have
P3 = P6. In that case we would necessarily have alsoP1 = P4 andP2 = P5,
and the circleP1P2P3 would be one of the pair of Apollonius Circles mentioned
earlier. In any case,P7 = P1, and the sixth circleC67 touchesC1 atP1, closing the
chain, as claimed. �

This Euclidean proof is quite general: if any of the circles were straight lines
we could simply invert the figure in any appropriate circle to obtain a configuration
of ten proper circles. We shall call the circle through the six tangency points the
six-point circle, and denote it byS. Note the symmetric relationship among the
nine circles – any set of three non-tangent circles chosen from the circles of the
configuration aside fromS will generate the same figure. Indeed, the names of the
circles can be arranged in an array

P1 P5 P3

P4 C1 C45 C34

P2 C12 C2 C23

P6 C61 C56 C3

so that the circles in any row or column homogeneously touch one another atthe
point that heads the row or column. Given the configuration of these nine circles
without any labels, there are six ways to choose the initial three non-tangent circles.
This observation should make clear that the closure of the chain is guaranteed even
when the Apollonius Problem has no solution.

Observation (Apollonius Axis). The requirement that a circleC(x, y; r) be tangent
to three circlesCi(xi, yi; ri) yields a system of three quadratic equations which
can be simplified to a linear equation inx andy, and which will be satisfied by
the coordinates of the centers of two of the solutions of the Apollonius Problem.
(The other six solutions are obtained by taking one of the radii to be negative.)
We shall call the line through those two centers (whose points satisfy the resulting
linear equation) theApollonius Axisand denote it byα; its equation [7, Art. 118,
pp.108-110] is

α : x∆xr + y∆yr =
∆er

2
.

Note that the two linesσ andα are perpendicular; they are defined even when
the corresponding Apollonius Circles fail to exist (or, more precisely, are not real).

Observation (Radical Center). The locus of all points having the same power
(that is, the square of the distance from the center minus the square of the radius)
with respect to two circles is a straight line, theradical axis [7, Art. 106, 107,
pp.98–99]:

ρij : 2(xi − xj)x + 2(yi − yj)y = ei − ej .

The axes determined by three circles are concurrent at theirradical center

CR =

(

∆ey

2∆xy

,

∆xe

2∆xy

)

.
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P1

P2P3

P4

P5

P6 CR

Apollonius axis

Axis of similitude

S12

S23

S13

Figure 5. The Apollonius Axis of three oriented circles contains the centersof
the two Apollonius circles, the radical centerCR, and the centersS of all six-
point circles. It is perpendicular to the axis of similitude.

This point is also known as theMonge Point, as it is the center of the circle, called
the Monge Circle, that is orthogonal to all three given circles whenever such a
circle exists. By substitution one sees thatCR lies onα. In summary,

Theorem 4 (Monge Circle). The Apollonius Axisα of three given circles is the
line through their radical centerCR that is perpendicular to the axis of similitude
σ; furthermore the Monge circle, if it exists, is a six-point circle that inverts the
nine-circle configuration of Theorem3 into itself.

Theorem 5(Centers of Six-Point Circles). For any three given non-tangent circles,
as P1 moves aroundC1 the locus of the centerS of the corresponding six-point
circle is either the entire Apollonius Axisα, the segment ofα between the centers
of the two Apollonius Circles (homogeneously tangent to all three of the given
circles), or that segment’s complement inα.

Proof. Let P1 = (x0, y0). We saw (while finding the second tangency point) that
the lineP1P2 coincides withS12P1, which (by the formula forS12) has gradient

r1(y0 − y2) − r2(y0 − y1)

r1(x0 − x2) − r2(x0 − x1)
;
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because the perpendicular bisectorβ of P1P2 passes throughC12, its equation must
therefore be

β :
y − y1 −

(y0−y1)e12

2f0
12

x − x1 −
(x0−x1)e12

2f0
12

= −
r1(x0 − x2) − r2(x0 − x1)

r1(y0 − y2) − r2(y0 − y1)
.

We can then use Cramer’s rule to find the point whereβ intersects the Apollonius
Axis α, which entails the arduous but rewarding calculation of the denominator,

(r2 − r1)

∣

∣

∣

∣

∣

∣

∣

∣

x0 x1 x2 x3

y0 y1 y2 y3

r0 r1 r2 r3

1 1 1 1

∣

∣

∣

∣

∣

∣

∣

∣

.

It requires only a little more effort to find the coordinates of the desired intersection
point, which we claim to beS, namely

S =

























1

2

∣

∣

∣

∣

∣

∣

∣

∣

e0 e1 e2 e3

y0 y1 y2 y3

0 r1 r2 r3

1 1 1 1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

x0 x1 x2 x3

y0 y1 y2 y3

0 r1 r2 r3

1 1 1 1

∣

∣

∣

∣

∣

∣

∣

∣

, −
1

2

∣

∣

∣

∣

∣

∣

∣

∣

e0 e1 e2 e3

x0 x1 x2 x3

0 r1 r2 r3

1 1 1 1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

x0 x1 x2 x3

y0 y1 y2 y3

0 r1 r2 r3

1 1 1 1

∣

∣

∣

∣

∣

∣

∣

∣

























, (1)

where we have usede0 to stand forx2
0 + y

2
0 (with r0 = 0). Of course, the same

calculation could be applied toC61, and we would obtain the same point (1). In
other words, the perpendicular bisectors of the chords ofS formed by the tangency
points of C12 with C1 and C2, and ofC61 with C1 and C3, must intersect atS,
which is necessarily the center ofS. As a byproduct of the way its coordinates
were calculated, we must haveS on α, as claimed. Finally, the Main Theorem
guarantees the existence ofS, and (1) shows that its coordinates are continuous
functions ofx0 andy0. Since a solution circle to the Problem of Apollonius is
obviously a (degenerate) six-point circle, the second part of the theorem is also
proved. �

SettingS = (s1, s2) and rewriting the first coordinate of (1) as
∣

∣

∣

∣

∣

∣

∣

∣

e0 e1 e2 e3

y0 y1 y2 y3

0 r1 r2 r3

1 1 1 1

∣

∣

∣

∣

∣

∣

∣

∣

= 2s1

∣

∣

∣

∣

∣

∣

∣

∣

x0 x1 x2 x3

y0 y1 y2 y3

0 r1 r2 r3

1 1 1 1

∣

∣

∣

∣

∣

∣

∣

∣

, (2)

we readily see that this is an equation of the form

x
2
0 − 2s1x0 + y

2
0 − 2s2y0 + (terms involving neitherx0 nory0) = 0;

the only step that cannot be done in one’s head is checking that the coefficient ofy0

necessarily equals the second coordinate of (1). In particular, we seethat the point
(x0, y0) satisfies the equation of a circle with centerS = (s1, s2). But, the unique
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circle with centerS that passes through(x0, y0) is our six-point circleS. Because
both equation (2) and the corresponding equation using the second coordinate of
(1) hold for any pointP1 in the plane, even ifP1 does not lie onC1, we see thatS
is part of a larger family of circles that cover the plane. We therefore deduce that

Theorem 6 (Six-point Pencil). The equations(2) represent the complete set of
six-point circles, which is part of a pencil of circles whose radical axisis σ. When
the pencil consists of intersecting circles,σ might itself be a six-point circle.4

Proof. S12 has the same power5, namelye12r1r2

r2
1
−r2

2

, with respect to all circles tangent

to C1 andC2; but, for any pointP1 ∈ C1, the quantityS12P1 × S12P2 is also the
power ofS12 with respect to the six-point circle determined byP1. Since similar
claims hold forS23 andS31, it follows thatσ (the line containing the centers of
similitude) is the required radical axis. The rest follows quickly from the defini-
tions. �

Since the tangency pointsP1 andP2 of C12 with C1 andC2 are collinear with
S12, and similarly for the other pairs, we see immediately that (as in Figure 6)

Theorem 7(Pascal). The points where the six-point circleS meets the given circles
form a Pascal hexagonP1P2P3P4P5P6 whose axis is the axis of similitudeσ.

Again, the pair of Apollonius circles deriving from Gergonne’s construction and
(if they are real) delimiting the pencil of Theorem 6 are special positions of theCij ,
whence (as in Figure 7)

Theorem 8(Gergonne-Desargues). For any given triple of circles, the six tangency
points of a pair of Apollonius Circles, the three centers of similitudeSij , and the
radical centerCR are ten points of a Desargues Configuration.

Proof. We should mention for completeness that by Gergonne’s construction6, the
poles(x′

i, y
′

i) of σ with respect toCi are collinear with the radical centerCR and
the tangency points of the two Apollonius Circles withCi. For those who prefer
the use of coordinates,

x
′

i = xi + ri
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∣
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∣

∣

,

4One easily sees that each six-point circle cuts the three given circles at equal angles. Salmon [7,
Art. 118] derives the same conclusion as our Theorem 6 while determining the locus of the center of
a circle cutting three given circles at equal angles.

5I wonder if Searby used the definition ofpowerthat he gave earlier (in the formd2
− r

2), which
seems quite awkward for the calculations needed here. The claim about the constant power ofS12

is clear, however, without such a calculation: the circle, or circles, of inversion that interchangeC1

with C2, called themid-circlesin [2, Sections 5.7 and 5.8] (see, especially, Exercise 5.8.1 on p.126),
is the locus of pointsP such that two circles, tangent to bothC1 andC2, are tangent to each other at
P . The center of this mid-circle isS12, and the square of its radiusS12P is the power ofS12 with
respect to any of these common tangent circles.

6Details concerning Gergonne’s construction can be found in many of thereferences that deal
with the Problem of Apollonius such as [1, Section 10.11.1, p.318], [4,Section 1.10, pp.22–23], or
[7, Art. 119 to 121, pp.110–113].
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P4
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P6

S12

S23

S13

Figure 6. The points where the six-point circleS (in blue) meets the given circles
(in yellow) form a Pascal hexagon whose axis is the axis of similitude

and the equation of the line joiningCR to the points whereCi is tangent to the
Apollonius Circles is

(x−xi)
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= 0.

Gergonne’s construction yields the tangency points in three pairs collinearwith
CR, which is, consequently, the center of perspectivity of the triangles inscribed in
the Apollonius Circles. The axis is clearlyσ because, as with the circlesCij , an
Apollonius circle is tangent to the given circlesCi andCj at points whose joining
line passes throughSij . �

Finally, on inverting the intersection point ofσ andα in S and tracing the six
tangent lines toS at the pointsPi where it meets the given circles, after much
routine algebra (which we leave to the reader)7 we obtain

Theorem 9(Brianchon). The inverse image ofσ∩α in S is the Brianchon Point of
the hexagon circumscribingS and tangent to it at the six points where it intersects
the given circlesCi, taken in the order indicated by the labels.

7There is no need for any calculation here: Theorem 9 is the projective dual of Theorem 7 – the
polarity defined byS takes each pointPi to the line tangent there toS, while (becauseσ ⊥ α) it
interchanges the axis of similitudeσ with the inverse image ofσ ∩ α in S.
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S12S23S13

C1

C2

C3

CR

Figure 7. The triangles (shown in blue) whose vertices are the points where the
Apollonius circles (red) are tangent to the three given oriented circles (yellow)
are perspective from the radical centerCR; the axis of the perspectivity is the
axis of similitude of the given circles.

Conclusion. Uniting as it does the classical theorems of Monge, D’Alembert,
Desargues, Pascal, and Brianchon together with the problem of Apollonius, we
feel that this figure merits to be better known. The ubiquitous and extremely useful
e and ǫ symbols take their name from the Einstein-Minkowski metric: in fact,
the circle plane (or its three-dimensional analogue) is a vector space which, on
substitution of the last coordinate (that is, the radius) by the imaginary distancecti

(wherei
2 = −1) yields interesting analogies with relativity theory.8
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Class Preserving Dissections of Convex Quadrilaterals

Dan Ismailescu and Adam Vojdany

Abstract. Given a convex quadrilateralQ having a certain propertyP, we are
interested in finding a dissection ofQ into a finite number of smaller convex
quadrilaterals, each of which has propertyP as well. In particular, we prove that
every cyclic, orthodiagonal, or circumscribed quadrilateral can be dissected into
cyclic, orthodiagonal, or circumscribed quadrilaterals, respectively.The problem
becomes much more interesting if we restrict our study to a particular type of
partition we call grid dissection.

1. Introduction

The following problem represents the starting point and the motivation of this
paper.

Problem. Find all convex polygons which can be dissected into a finite number of
pieces, each similar to the original one, but not necessarily congruent.

It is easy to see that all triangles and parallelograms have this property (see e.g.
[1, 7]).

a) b)

Figure 1. (a) Triangle dissection into similar triangles.
(b) Parallelogram dissection into similar parallelograms.

Indeed, every triangle can be partitioned into6, 7 or 8 triangles, each similar to
the initial one (see Figure 1 a). Simple inductive reasoning shows that for every
k ≥ 6, any triangleT can be dissected intok triangles similar toT . An analogous
statement is true for parallelograms (see Figure 1 b). Are there any other polygons
besides these two which have this property?

The origins of Problem 1 can be traced back to an early paper of Langford [10].
More then twenty years later, Golomb [8] studied the same problem without no-
table success. It was not until 1974 when the first significant results were published
by Valette and Zamfirescu.

Theorem 1(Valette and Zamfirescu, [13]). Suppose a given convex polygonP can
be dissected into four congruent tiles, each of which similar toP . ThenP is either
a triangle, a parallelogram or one of the three special trapezoids shown inFigure
2 below.

Publication Date: September 14, 2009. Communicating Editor: Paul Yiu.
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60 6045

Figure 2. Trapezoids which can be partitioned into four congruent pieces.

Notice that the hypothesis of the above theorem is much more restrictive: the
number of pieces must be exactly four and the small polygons must all be con-
gruent to each other, not only similar. However, as of today, the convexpolygons
presented in figures 1 and 2 are the only known solutions to the more general prob-
lem 1.

From a result of Bleicher [2], it is impossible to dissect a convexn-gon (a convex
polygon withn vertices) into a finite number of convexn-gons ifn ≥ 6. The same
result was proved by Bernheim and Motzkin [3] using slightly different techniques.

Although any convex pentagon can be partitioned into any numberk ≥ 6 of
convex pentagons, a recent paper by Ding, Schattschneider and Zamfirescu [4]
shows that it is impossible to dissect a convex pentagon into similar replicas of
itself.

Given the above observations, it follows that for solving problem 1 we can re-
strict ourselves to convex quadrilaterals. It is easy to prove that a necessary condi-
tion for a quadrilateral to admit a dissection into similar copies of itself is that the
measures of its angles are linearly dependent over the integers. Actually,a stronger
statement holds true: if the angles of a convex quadrilateralQ do not satisfy this
dependence condition, thenQ cannot be dissected into a finite number of smaller
similar convex polygons which are not necessarily similar toQ (for a proof one
may consult [9]). Nevertheless, in spite of all the above simplifications and re-
newed interest in the geometric dissection topic (see e. g. [6, 12, 15]), problem 1
remains open.

2. A Related Dissection Problem

Preserving similarity under dissection is difficult: although all triangles have
this property, there are only a handful of known quadrilaterals satisfying this con-
dition (parallelograms and some special trapezoids), while non-gon can have this
property ifn ≥ 5. In the sequel, we will try to examine what happens if we weaken
the similarity requirement.

Problem. Suppose that a given polygonP has a certain propertyC. Is it possible
to dissectP into smaller polygons, each having propertyC as well?

For instance, supposeC means “convex polygon withn sides”. As we have
mentioned in the previous section, in this particular setting Problem 2 has a positive
answer if3 ≤ n ≤ 5 and a negative answer for alln ≥ 6. Before we proceed we
need the following:
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Definition. a) A convex quadrilateral is said to becyclic if there exists a circle
passing through all of its vertices.
b) A convex quadrilateral is said to beorthodiagonalif its diagonals are perpen-
dicular.
c) A convex quadrilateral is said to becircumscribedif there exists a circle tangent
to all of its sides.
d) A convex quadrilateral is said to be akite if it is both orthodiagonal and circum-
scribed.

The following theorem provides characterizations for all of the quadrilaterals
defined above and will be used several times throughout the remainder ofthe paper.

Theorem 2. LetABCD be a convex quadrilateral.
(a)ABCD is cyclic if and only if opposite angles are supplementary – say,∠A +
∠C = 180◦.
(b) ABCD is orthodiagonal if and only if the sum of squares of two opposite
sides is equal to the sum of the squares of the remaining opposite sides – that is,
AB

2 + CD
2 = AD

2 + BC
2.

(c) ABCD is circumscribed if and only if the two pairs of opposite sides have
equal total lengths – that is,AB + CD = AD + BC.
(d) ABCD is a kite if and only if (after an eventual relabeling)AB = BC and
CD = DA.

A comprehensive account regarding cyclic, orthodiagonal and circumscribed
quadrilaterals and their properties, including proofs of the above theorem, can be
found in the excellent collection of geometry notes [14]. An instance of Problem 2
we will investigate is the following:

Problem. Is it true that every cyclic, orthodiagonal or circumscribed quadrilateral
can be dissected into cyclic, orthodiagonal or circumscribed quadrilaterals, respec-
tively?

It has been shown in [1] and [11] that every cyclic quadrilateral can be dissected
into four cyclic quadrilaterals two of which are isosceles trapezoids (see Figure 3
a).

Another result is that every cyclic quadrilateral can be dissected intofive cyclic
quadrilaterals one of which is a rectangle (see Figure 3 b). This dissectionis based
on the following property known asThe Japanese Theorem(see [5]).

Theorem 3. Let ABCD be a cyclic quadrilateral and letM , N , P andQ be the
incenters of trianglesABD, ABC, BCD andACD, respectively. ThenMNPQ

is a rectangle and quadrilateralsAMNB, BNPC, CPQD and DQMA are
cyclic (see Figure 3).
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a) b)

N

Q P

A B

C

D

M

A B

C

D

Figure 3. (a) Cyclic quadrilateral =2 isosceles trapezoids +2 cyclic quadrilaterals.
(b) Cyclic quadrilateral = one rectangle + four cyclic quadrilaterals.

Since every isosceles trapezoid can be dissected into an arbitrary numberof isosce-
les trapezoids, it follows that every cyclic quadrilateral can be dissectedinto k

cyclic quadrilaterals, for everyk ≥ 4.
It is easy to dissect an orthodiagonal quadrilateral into four smaller orthodiago-

nal ones.

b)a)

Figure 4. (a) Orthodiagonal quadrilateral = four orthodiagonal quadrilaterals.
(b) Circumscribed quadrilateral = four circumscribed quadrilaterals.

Consider for instance the quadrilaterals whose vertex set consists of one vertex
of the initial quadrilateral, the midpoints of the sides from that vertex and the inter-
section point of the diagonals (see Figure 4 a). It is easy to prove that each of these
quadrilaterals is orthodiagonal.

A circumscribed quadrilateral can be dissected into four quadrilaterals withthe
same property by simply taking the radii from the incenter to the tangency points
(see Figure 4 b).

Actually, it is easy to show that each of these smaller quadrilaterals is not only
circumscribed but cyclic and orthodiagonal as well.

The above discussion provides a positive answer to problem 2. In fact,much
more is true.

Theorem 4 (Dissecting arbitrary polygons). Every convexn-gon can be parti-
tioned into3 (n − 2) cyclic kites(see Figure 5).
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b)a)

Figure 5. Triangle = three cyclic kites; Pentagon = nine cyclic kites.

Proof. Notice first that every triangle can be dissected into three cyclic kites by
dropping the radii from the incenter to the tangency points (see Figure 5 a). Parti-
tion the givenn-gon into triangles. For instance, one can do this by drawing all the
diagonals from a certain vertex. We obtain a triangulation consisting ofn − 2 tri-
angles. Dissect then each triangle into cyclic kites as indicated in Figure 5 b).�

3. Grid Dissections of Convex Quadrilaterals

We have seen that the construction used in theorem 4 renders problem 2 almost
trivial. The problem becomes much more challenging if we do restrict the type of
dissection we are allowed to use. We need the following

Definition. Let ABCD be a convex quadrilateral and letm andn be two posi-
tive integers. Consider two sets of segmentsS = {s1, s2, . . . , sm−1} andT =
{t1, t2, . . . , tn−1} with the following properties:
a) If s ∈ S then the endpoints ofs belong to the sidesAB andCD. Similarly, if
t ∈ T then the endpoints oft belong to the sidesAD andBC.
b) Every two segments inS are pairwise disjoint and the same is true for the seg-
ments inT .
We then say that segmentss1, s2, . . . , sm−1, t1, t2, . . . , tn−1 define anm-by-n
grid dissectionof ABCD (see Figure 6).

2

C

BAA

D

C

B

s3
s
21s

D

t
t2

t1
t1

b)a)

Figure 6. A3-by-1 and a3-by-4 grid dissection of a convex quadrilateral

The really interesting problem is the following:
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Problem. Is it true that every cyclic, orthodiagonal or circumscribed quadrilat-
eral can be partitioned into cyclic, orthodiagonal, or circumscribed quadrilater-
als,respectively,via a grid dissection? Such dissections shall be referred to as
class preserving grid dissections, or for shortCPGdissections (or CPG partitions).

3.1. Class Preserving Grid Dissections of Cyclic Quadrilaterals.In this section
we study whether cyclic quadrilaterals have class preserving grid dissections. We
start with the following
Question. Under what circumstances does a cyclic quadrilateral admit a2-by-1
grid dissection into cyclic quadrilaterals? What about a2-by-2 grid dissection with
the same property?

The answer can be readily obtained after a straightforward investigation of the
sketches presented in Figure 7.

180−x

x

x

x

x

180−x

x

x

Q

b)a)

Q

Figure 7. (a)2-by-1 CPG dissection of cyclicQ exists iffQ = trapezoid.
(b) 2-by-2 CPG dissection of cyclicQ exists iffQ = rectangle.

A quick analysis of the angles reveals that a2-by-1 CPG partition is possible if
only if the initial cyclic quadrilateral is an isosceles trapezoid - see Figure 7 a). A
similar reasoning leads to the conclusion that a2-by-2 CPG partition exists if and
only if the original quadrilateral is a rectangle – Figure 7 b). These observations
can be easily extended to the following:

Theorem 5. Suppose a cyclic quadrilateralQ has anm-by-n grid partition into
mn cyclic quadrilaterals. Then:

a) If m andn are both even,Q is necessarily a rectangle.
b) If m is odd andn is even,Q is necessarily an isosceles trapezoid.

We leave the easy proof for the reader. It remains to see what happensif both
m andn are odd. The next two results show that in this case the situation is more
complex.

Theorem 6 (A class of cyclic quadrilaterals which have3-by-1 CPG dissections).
Every cyclic quadrilateral all of whose angles are greater thanarccos

√

5−1

2
≈

51.83◦ admits a3-by-1 grid dissection into three cyclic quadrilaterals.
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Proof. If ABCD is an isosceles trapezoid, then any two segments parallel to the
bases will give the desired dissection. Otherwise, assume that∠D is the largest
angle (a relabeling of the vertices may be needed). Since∠B+∠D = ∠A+∠C =
180◦ it follows that∠B is the smallest angle ofABCD. We therefore have:

∠B < min{∠A, ∠C} ≤ max{∠A, ∠C} < ∠D. (1)

Denote the measures of the arcŝ

AB, ̂

BC, ̂

CD and ̂

DA on the circumcircle of
ABCD by 2a, 2b, 2c and2d respectively (see Figure 8 a). Inequalities (1) imply
thatc + d < min{b + c, a + d} ≤ max{b + c, a + d} < a + b, that is,c < a and
d < b.

a−c

a−c

b+c c+dc+db+c

b)

C’

D’

a)

2b

2c

2a

2d

2a

2b

2c

2d

E F
A B

D

C

A B

D

F’E’

C

Figure 8. (a)DE ‖BC, CF ‖AD, E andF betweenA andB due toc < a.
(b) 3-by-1 grid dissection into cyclic quads ifDE andCF do not intersect.

Through vertexD construct a segmentDE ‖BC with E on line AB. Since
c < a, point E is going to be betweenA andB. Similarly, through vertexC
construct a segmentCF ‖AD with F onAB. As above, sincec < a, pointF will
lie betweenA andB.

If segmentsDE andCF do not intersectthen a3-by-1 grid dissection ofABCD

into cyclic quadrilaterals can be obtained in the following way:
Choose two pointsC ′ andD

′ on sideCD, such thatC ′ is close toC andD
′ is

close toD. ConstructD′
E

′ ‖DE andC
′
F

′ ‖CF as shown in figure 8 b). Since
segmentsDE andCF do not intersect it follows that for choices ofC

′ andD
′

sufficiently close toC andD respectively, the segmentsD′
E

′ andC
′
F

′ will not
intersect. A quick verification shows that each of the three quadrilaterals into which
ABCD is dissected (AE

′
D

′
D, D

′
E

′
F

′
C

′ andC
′
F

′
BC) is cyclic.

It follows that a sufficient condition for this grid dissection to exist is that points
A − E − F − B appear exactly in this order along sideAB, or equivalently,
AE + BF < AB.

The law of sines in triangleADE gives thatAE sin(c + d) = AD sin(a − c)
and sinceAD = 2R sin d we obtain

AE =
2R sin d sin(a − c)

sin(c + d)
, (2)
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whereR is the radius of the circumcircle ofABCD.
Similarly, using the law of sines in triangleBCF we haveBF sin(b + c) =

BC sin(a − c) and sinceBC = 2R sin b it follows that

BF =
2R sin b sin(a − c)

sin(b + c)
. (3)

Using equations (2), (3) and the fact thatAB = 2R sin a, the desired inequality
AE + BF < AB becomes equivalent to

sin d sin(a − c)

sin(c + d)
+

sin b sin(a − c)

sin(b + c)
< sin a

⇔
sin d

sin(c + d)
+

sin(b + c − c)

sin(b + c)
<

sin(a − c + c)

sin(a − c)

⇔
sin d

sin(c + d)
+ cos c − sin c cot(b + c) < cos c + sin c cot(a − c),

and after usinga + b + c + d = 180◦ and simplifying further,

AE + BF < AB ⇔ sin(a − c) sin(b + c) sin d < sin2(c + d) sin(c). (4)

Recall that pointsE andF belong toAB as a result of the fact thatc < a. A
similar construction can be achieved using the fact thatd < b.

Let AG ‖CD andDH ‖AB as shown in Figure 9 a). Sinced < b, pointsG

andH will necessarily belong to sideBC. As in the earlier analysis, if segments
AG andDH do not intersect, small parallel displacements of these segments will
produce a3-by-1 grid partition ofABCD into 3 cyclic quadrilaterals:ABG

′
A

′,
A

′
G

′
H

′
D

′′ andH
′
D

′′
DC (see Figure 9 b).
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Figure 9. a)AG ‖CD, DH ‖AB, G andH betweenB andC sinced < b

b) 3-by-1 CPG grid dissection ifAG andDH do not intersect.

The sufficient condition for this construction to work is that pointsB−G−H−C

appear in this exact order along sideBC, or equivalently,BG + CH < BC.
Using similar reasoning which led to relation (4) we obtain that

BG + CH < BC ⇔ sin(b − d) sin(a + d) sin c < sin2(a + b) sin d. (5)
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The problem thus reduces to proving that ifmin{∠A, ∠B,∠C,∠D} > arccos
√

5−1

2

then at least one of the inequalities that appear in (4) and (5) will hold.
To this end, suppose none of these inequalities is true. We thus have:

sin(a − c) sin(b + c) ≥ sin2(c + d) ·
sin c

sin d

and,

sin(b − d) sin(a + d) ≥ sin2(a + b) ·
sin d

sin c

.

Recall thata + b + c + d = 180◦ and thereforesin(a + d) = sin(b + c) and
sin(a + b) = sin(c + d). Adding the above inequalities term by term we obtain

sin(b + c) · (sin(a − c) + sin(b − d)) ≥ sin2(c + d) ·

(

sin c

sin d

+
sin c

sin d

)

⇒ sin(b + c) · 2 · sin(90◦ − c − d) · cos(90◦ − b − d) ≥ sin2(c + d) · 2

⇔ sin(b + c) · sin(c + d) · cos(c + d) ≥ sin2(c + d)

⇒ cos(c + d) ≥ 1 − cos2(c + d)

⇒ cos(c + d) = cos(∠B) ≥

√
5 − 1

2
, contradiction.

This completes the proof. Notice that the result is the best possible in the sense
thatarccos

√

5−1

2
≈ 51.83◦ cannot be replaced by a smaller value. Indeed, it is easy

to check that a cyclic quad whose angles arearccos
√

5−1

2
, 90◦, 90◦ and180◦ −

arccos
√

5−1

2
does not have a3-by-1 grid partition into cyclic quadrilaterals. �

The following result can be obtained as a corollary of Theorem 6.

Theorem 7. (A class of cyclic quadrilaterals which have3-by-3 grid dissec-
tions) Let ABCD be a cyclic quadrilateral such that the measure of each of the
arcs ̂

AB, ̂

BC, ̂

CD and ̂

DA determined by the vertices on the circumcircle is
greater than60◦. ThenABCD admits a3-by-3 grid dissection into nine cyclic
quadrilaterals.

a) b)

A’

C’

G’

H’

D" 2b

2c

2a

2d2d

2c

2b

2a

D’

FE

H

C

A B

D

E’ F’

D

G

BA

C

Figure 10. a)DE ‖BC, CF ‖AD, AG ‖CD, DH ‖AB

b) 3-by-3 grid dissection into nine cyclic quadrilaterals.
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Proof. Notice that the condition regarding the arc measures is stronger than the
requirement that all angles ofABCD exceed60◦. We will use the same assump-
tions and notations as in Theorem 6. The idea is to overlay the two constructions
in Theorem 6 (see Figure 10).

It is straightforward to check that each of the nine quadrilaterals shown infigure
10 b) is cyclic. The problem reduces to proving thatmin{a, b, c, d} > 30◦ implies
that both inequalities in (4) and (5) hold simultaneously. Due to symmetry it is
sufficient to prove that (5) holds. Indeed,

BG + CH < BC ⇔ sin(b − d) sin(b + c) sin c < sin2(c + d) sin d

⇔ cos(c + d) − cos(2b + c − d) <

2 sin2(c + d) sin d

sin c

⇐ cos(c + d) + 1 <

2 sin2(c + d) sin d

sin c

⇔ 2 cos2
c + d

2
sin c < 8 sin2 c + d

2
cos2

c + d

2
sin d

⇔ sin c < 2 sin d · (1 − cos(c + d))

⇔ sin c < 2 sin d − 2 sin d cos(c + d)

⇔ sin c < 2 sin d + sin c − sin(c + 2d))

⇔ sin(c + 2d) < 2 sin d

⇐ 1 < 2 sin d.

The last inequality holds true since we assumedd > 30◦. This completes the
proof.

�

3.2. Class Preserving Grid Dissections of Orthodiagonal Quadrilaterals.It is easy
to see that an orthodiagonal quadrilateral cannot have a2-by-1 grid dissection into
orthodiagonal quadrilaterals. Indeed, if say we attempt to dissect the quadrilateral
ABCD with a segmentMP , whereM is onAB andP is onCD, then the diag-
onals ofADPM are forced to intersect in the interior of the right triangleAOD,
preventing them from being perpendicular to each other (see Figure 11 a).

P

B

B

C

M

P

A

XN

C

D

a)

M

b)

D

A

Q

O U

Figure 11. a) Orthodiagonal quadrilaterals have no2-by-1 CPG dissections
b) A kite admits infinitely many2-by-2 CPG dissections



Class preserving dissections of convex quadrilaterals 205

The similar question concerning the existence of2-by-2 CPG dissections turns out
to be more difficult. We propose the following:

Conjecture 1. An orthodiagonal quadrilateral has a2-by-2 grid dissection into
four orthodiagonal quadrilaterals if and only if it is a kite.

The “only if” implication is easy to prove. We can show that every kite has
infinitely many2-by-2 CPG grid dissections. Indeed, letABCD be a kite (AB =
AD andBC = CD) and letMN ‖BD with M andN fixed points on sidesAB

and respectivelyAD. Consider then a variable segmentPQ ‖BD as shown in
figure 11 b). DenoteU = NQ ∩ MP ; due to symmetryU ∈ AC. Consider the
grid dissection generated by segmentsMP andNQ. Notice that quadrilaterals
ANUM andCPUQ are orthodiagonal independent of the position ofPQ. Also,
quadrilateralsDNUP andBMUQ are congruent and therefore it is sufficient to
have one of them be orthodiagonal.

Let pointP slide alongCD. If P is close to vertexC, it follows thatQ andU

are also close toC and therefore the measure of angle∠DXN is arbitrarily close
to the measure of∠DCN , which is acute. On the other hand, whenP is close to
vertexD, Q is close toB and the angle∠DXN becomes obtuse.

Since the measure of∠DXN depends continuously on the position of pointP

it follows that for some intermediate position ofP onCD we will have∠DXN =
90◦. For this particular choice ofP bothDNUP andBMUQ are orthodiagonal.
This proves the “only if” part of the conjecture.

Extensive experimentation with Geometer’s Sketchpad strongly suggests thedi-
rect statement also holds true. We used MAPLE to verify the conjecture in sev-
eral particular cases - for instance, the isosceles orthodiagonal trapezoid with base
lengths of1 and

√
7 and side lengths2 does not admit a2-by-2 dissection into

orthodiagonal quadrilaterals.

3.3. Class Preserving Grid Dissections of Circumscribed Quadrilaterals.After
the mostly negative results from the previous sections, we discovered the following
surprising result.

Theorem 8. Every circumscribed quadrilateral has a2-by-2 grid dissection into
four circumscribed quadrilaterals.

Proof. (Sketch) This is in our opinion a really unexpected result. It appears to be
new and the proof required significant amounts of inspiration and persistence. We
approached the problem analytically and used MAPLE extensively to perform the
symbolic computations. Still, the problem presented great challenges, as we will
describe below.

Let MNPQ be a circumscribed quadrilateral with incenterO. With no loss
of generality suppose the incircle has unit radius. LetOi, 1 ≤ i ≤ 4 denote
projections ofO onto the sides as shown in Figure 12 a). Denote the angles
∠O4OO1 = 2a, ∠O1OO2 = 2b, ∠O2OO3 = 2c and∠O3OO4 = 2d. Clearly,
a + b + c + d = 180◦ andmax{a, b, c, d} < 90◦. Consider a coordinate system
centered atO such that the coordinates ofO4 are(1, 0).
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a) b)

M

P

E

F

N

Q

T

U

S

V

W

O2

O3

O4

O

O

Q

M

N

P

2a2b

2c 2d
(1,0)

1

Figure 12. a) A circumscribed quadrilateral
b) Attempting a2-by-2 CPG dissection with lines throughE andF

We introduce some more notation:tan a = A, tan b = B, tan c = C, tan d = D.

Notice that quantitiesA, B, C andD are not independent. Sincea + b + c + d =
180◦ it follows thatA+B +C +D = ABC +ABD+ACD+BCD. Moreover,
sincemax{a, b, c, d} < 90◦ we have thatA, B, C andD are all positive.

It is now straightforward to express the coordinates of the verticesM , N , P and
Q in terms of the tangent valuesA, B, C andD. Two of these vertices have simple
coordinates:M(1, A) andQ(1,−D). The other two are

N

(

1 − A
2 − 2AB

1 + A
2

,

2A + B − A
2

B

1 + A
2

)

and P

(

1 − D
2 − 2CD

1 + D
2

,

C + 2D − CD
2

1 + D
2

)

.

The crux of the proof lies in the following idea. Normally, we would look for
four points (one on each side), which create the desired2-by-2 grid partition. We
would thus have four degrees of freedom (choosing the points) and four equations
(the conditions that each of the smaller quadrilaterals formed is circumscribed).

However, the resulting algebraic system is extremely complicated. Trying to
eliminate the unknowns one at a time leads to huge resultants which even MAPLE
cannot handle.

Instead, we worked around this difficulty. Extend the sides ofMNPQ until
they intersect at pointsE andF as shown in Figure 12 b). (Ignore the case when
MNPQ is a trapezoid for now). Now locate a pointU on sideMN and a pointS
on sideQM such that when segmentsFU andES are extended as in the figure,
the four resulting quadrilaterals are all circumscribed. This reduces the number
of variables from four to two and thus the system appears to be over-determined.
However, extended investigations with Geometer’s Sketchpad indicated thatthis
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construction is possible. At this point we start computing the coordinates of the
newly introduced points. We have

E

(

1 + AD

1 − AD

,

A − D

1 − AD

)

and F

(

1,

A + B

1 − AB

)

.

Denote

m =
MU

MN

and q =
QS

QM

.

Clearly, the coordinates ofU andV are rational functions onm, A, B, C andD

while the coordinates ofS andT depend in a similar manner onq, A, B, C andD.
These expressions are quite complicated; for instance, each one of the coordinates
of pointT takes five full lines of MAPLE output. The situation is the same for the
coordinates of pointV .
Define the following quantities:

Z1 = MU + WS − WU − MS,

Z2 = NT + WU − WT − NU,

Z3 = PV + WT − WV − PT,

Z4 = QS + WV − WS − QV.

By Theorem 2 b), a necessary and sufficient condition for the quadrilateralsMUWS,
NTWU , PV WT andQSWV to be cyclic is thatZ1 = Z2 = Z3 = Z4 = 0.
Notice that

Z1 + Z2 + Z3 + Z4 = MU −NU + NT − PT + PV −QV + QS −MS (6)

and

Z1 − Z2 + Z3 − Z4 = MN − NP + PQ − QM + 2(WS + WT − WU − WV )

= 2(ST − UV ), (7)

the last equality is due to the fact thatMNPQ is circumscribed.
Since we wantZi = 0 for every1 ≤ i ≤ 4, we need to have the right hand terms

from (6) and (7) each equal to0. In other words,necessaryconditions for finding
the desired grid dissection are

MU −NU +PV −QV = PT −NT +MS−QS and UV = ST. (8)

There is a two-fold advantage we gain by reducing the number of equationsfrom
four to two: first, the system is significantly simpler and second, we avoid using
pointW - the common vertex of all four small quadrilaterals which is also the point
with the most complicated coordinates.

System (8) has two equations and two unknowns -m andq - and it is small
enough for MAPLE to handle. Still, after eliminating variableq, the resultant is
a polynomial of degree10 of m with polynomial functions ofA, B, C andD as
coefficients.

This polynomial can be factored and the value ofm we are interested in is a root
of a quadratic. Althoughm does not have a rational expression depending onA,
B, C andD it can still be written in terms of

√
sin a,

√
cos a, . . . ,

√
sin d,

√
cos d.
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Explicit Formulation of Theorem 8.Let MNPQ be a circumscribed quadrilateral
as described in figure 12. Denote

s1 =
√

sin a, s2 =
√

sin b, s3 =
√

sin c, s4 =
√

sin d

c1 =
√

cos a, c2 =
√

cos b, c3 =
√

cos c, c4 =
√

cos d.

Define pointsU ∈ MN , T ∈ NP , V ∈ TQ andS ∈ QM such that

MU

MN

= m,

NT

NP

= n,

PV

PQ

= p,

QS

QM

= q

where

m =
s2s4c

2
2(s4s1(s

2
1c

2
2 + s

2
2c

2
1) + s2s3)

(s2
1
c
2
2
+ s

2
2
c
2
1
)(s1s2s4 + s3c

2
1
)(s1s2s3 + s4c

2
2
)
, (9)

n =
s3s1c

2
3(s1s2(s

2
2c

2
3 + s

2
3c

2
2) + s3s4)

(s2
2
c
2
3
+ s

2
3
c
2
2
)(s2s3s1 + s4c

2
2
)(s2s3s4 + s1c

2
3
)
, (10)

p =
s4s2c

2
4(s2s3(s

2
3c

2
4 + s

2
4c

2
3) + s4s1)

(s2
3
c
2
4
+ s

2
4
c
2
3
)(s3s4s2 + s1c

2
3
)(s3s4s1 + s2c

2
4
)
, (11)

q =
s1s3c

2
1(s3s4(s

2
4c

2
1 + s

2
1c

2
4) + s1s2)

(s2
4
c
2
1
+ s

2
1
c
2
4
)(s4s1s3 + s2c

2
4
)(s4s1s2 + s3c

2
1
)
. (12)

DenoteW = ST ∩ UV . Then, quadrilateralsMUWS, NTWU , PV WT and
QSWV are all circumscribed (i.e., Z1 = Z2 = Z3 = Z4 = 0).
Verifying these assertions was done in MAPLE. Recall thatm andq were obtained
as solutions of the systemZ1 + Z2 + Z3 + Z4 = 0, Z1 − Z2 + Z3 − Z4 = 0. At
this point it is not clear why for these choices ofm, n, p andq we actually have
Zi = 0, for all 1 ≤ i ≤ 4.

Using the expressions ofm, n, p andq given above, we can write the coordinates
of all points that appear in figure 12 in terms ofsi andci where1 ≤ i ≤ 4. We can
then calculate the lengths of all the twelve segments which appear as sides of the
smaller quadrilaterals.

For instance we obtain:

MU =
(s3

1s4c
2
2 + s1s

2
2s4c

2
1 + s2s3)s2s4

c
2
1
(s1s2s3 + c

2
2
s4)(s1s2s4 + c

2
1
s3)

,

NU =
(s3

2s3c
2
1 + s

2
1s2s3c

2
2 + s1s4)s1s3

c
2
2
(s1s2s3 + c

2
2
s4)(s1s2s4 + c

2
1
s3)

.

and similar relations can be written forNT , PV , QS andPT , QV , MS by circu-
lar permutations of the expressions forMU andNU , respectively.

In the same way it can be verified that

UV = ST

=
(s2

1c
2
4 + s

2
4c

2
1)(s

2
1s

2
4 + s

2
3s

2
2 + 2s1s2s3s4(s

2
1c

2
2 + s

2
2c

2
1))(s

2
3c

2
1 + s

2
1c

2
3 + 2s1s2s3s4)

(s1s2s3 + c
2
2
s4)(s2s3s4 + c

2
3
s1)(s3s4s1 + c

2
4
s2)(s1s2s4 + c

2
1
s3)
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and

UW =
λr · UV

λr + µr

, V W =
µr · UV

λr + µr

, SW =
λs · ST

λs + µs

, TW =
µs · ST

λs + µs

,

where

λr = (s3
1s2c

2
4 + s1s2s

2
4c

2
1 + s3s4)(s2s3s4 + s1c

2
3)(s3s4s1 + s2c

2
4)

µr = (s3
3s4c

2
2 + s3s4s

2
2c

2
3 + s1s2)(s4s1s2 + s3c

2
1)(s1s2s3 + s4c

2
2)

λs = (s3
4s1c

2
3 + s4s1s

2
3c

2
4 + s2s3)(s2s3s4 + s1c

2
3)(s1s2s3 + s4c

2
2)

µs = (s3
2s3c

2
1 + s2s3s

2
1c

2
2 + s4s1)(s4s1s2 + s3c

2
1)(s3s4s1 + s2c

2
4).

Still, verifying thatZi = 0 is not as simple as it may seem. The reason is that the
quantitiessi andci are not independent. For instance we haves

4
i + c

4
i = 1, for all

1 ≤ i ≤ 4. Also, sincea+b+c+d = 180◦ we havesin(a+b) = sin(c+d) which
translates tos2

1 c
2
2 + s

2
2 c

2
1 = s

2
3 c

2
4 + s

2
4 c

2
3. Similarly, cos(a + b) = − cos(c + d)

which meansc2
1 c

2
2 − s

2
1 s

2
2 = s

2
3 s

2
4 − c

2
3 c

2
4. There are4 + 3 + 3 = 10 such side

relations which have to be used to prove that two expressions which look different
are in fact equal. MAPLE cannot do this directly.

For example, it is not at all obvious that the expressions ofm, n, p andq de-
fined above represent numbers from the interval(0, 1). Since each expression is
obtained via circular permutations from the preceding one it is enough to lookat
m.

Clearly, sincesi > 0 andci > 0 for all 1 ≤ i ≤ 4 we have thatm > 0. On the
other hand, using the side relations we mentioned above we get that

1 − m =
s3s1c

2
1(s2s3(s

2
1c

2
2 + s

2
2c

2
1) + s1s4)

(s2
1
c
2
2
+ s

2
2
c
2
1
)(s1s2s4 + s3c

2
1
)(s1s2s3 + s4c

2
2
)
.

Obviously,1 − m > 0 and therefore0 < m < 1.

As previously eluded the construction works in the case whenMNPQ is a
trapezoid as well. In this case ifMN ‖PQ thenUV ‖MN too. In conclusion, it
is quite tricky to check that the values ofm, n, p andq given by equalities (9) - (12)
imply thatZ1 = Z2 = Z3 = Z4 = 0. The MAPLE file containing the complete
verification of theorem 8 is about15 pages long. On request, we would be happy
to provide a copy. �

4. Conclusions and Directions of Future Research

In this paper we mainly investigated what types of geometric properties can be
preserved when dissecting a convex quadrilateral. The original contributions are
contained in section 3 in which we dealt exclusively with grid dissections. There
are many very interesting questions which are left unanswered.

1. The results from Theorems 6 and 7 suggest that if a cyclic quadrilateral
ABCD has anm-by-n grid dissection into cyclic quadrilaterals withm · n a large
odd integer, thenABCD has to be “close” to a rectangle. It would be desirable to
quantify this relationship.
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2. Conjecture 1 implies that orthodiagonal quadrilaterals are “bad” when it
comes to class preserving dissections. On the other hand, theorem 8 proves that
circumscribed quadrilaterals are very well behaved in this respect. Why does this
happen? After all, the characterization Theorem 2 b) and 2 c) suggest that these
two properties are not radically different.

More precisely, let us define anα-quadrilateral to be a convex quadrilateral
ABCD with AB

α + CD
α = BC

α + AD
α, whereα is a real number. Notice

that forα = 1 we get the circumscribed quadrilaterals and forα = 2 the ortho-
diagonal ones. In particular, a kite is anα-quadrilateral for all values ofα. The
natural question is:

Problem. For which values ofα does everyα-quadrilateral have a2-by-2 grid
dissection intoα-quadrilaterals?

3. Theorem 8 provided a constructive method for finding a grid dissection of
any circumscribed quadrilateral into smaller circumscribed quadrilaterals. Can this
construction be extended to a4-by-4 class preserving grid dissection? Notice that
extending the opposite sides of each one of the four small cyclic quadrilaterals
which appear in Figure 12 we obtain the same pair of points,E and F . It is
therefore tempting to verify whether iterating the procedure used forMNPQ for
each of these smaller quads would lead to a4-by-4 grid dissection ofMNPQ into
16 cyclic quadrilaterals. Maybe even a2n-by-2n grid dissection is possible. If true,
it is desirable to first find a simpler way of proving Theorem 8.
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On the Construction of Regular Polygons and
Generalized Napoleon Vertices

Dimitris Vartziotis and Joachim Wipper

Abstract. An algebraic foundation for the derivation of geometric construction
schemes transforming arbitrary polygons withn vertices intok-regularn-gons
is given. It is based on circulant polygon transformations and the associated
eigenpolygon decompositions leading to the definition of generalized Napoleon
vertices. Geometric construction schemes are derived exemplarily fordifferent
choices ofn andk.

1. Introduction

Because of its geometric appeal, there is a long, ongoing tradition in discover-
ing geometric constructions of regular polygons, not only in a direct way,but also
by transforming a given polygon with the same number of vertices [2, 6, 9, 10].
In the case of the latter, well known results are, for example, Napoleon’stheorem
constructing an equilateral triangle by taking the centroids of equilateral triangles
erected on each side of an arbitrary initial triangle [5], or the results of Petr, Dou-
glas, and Neumann constructingk-regularn-gons byn−2 iteratively applied trans-
formation steps based on taking the apices of similar triangles [8, 3, 7]. Results
like these have been obtained, for example, by geometric creativity, target-oriented
constructions or by analyzing specific configurations using harmonic analysis.

In this paper the authors give an algebraic foundation which can be usedin or-
der to systematically derive geometric construction schemes fork-regularn-gons.
Such a scheme is hinted in Figure 1 depicting the construction of a 1-regular pen-
tagon (left) and a 2-regular pentagon (right) starting from the same initial polygon
marked yellow. New vertex positions are obtained by adding scaled parallelsand
perpendiculars of polygon sides and diagonals. This is indicated by intermediate
construction vertices whereas auxiliary construction lines have been omittedfor
the sake of clarity.

The algebraic foundation is derived by analyzing circulant polygon transforma-
tions and the associated Fourier basis leading to the definition of eigenpolygons.
By choosing the associated eigenvalues with respect to the desired symmetriccon-
figuration and determining the related circulant matrix, this leads to an algebraic
representation of the transformed vertices with respect to the initial verticesand
the eigenvalues. Interpreting this algebraic representation geometrically yields the
desired construction scheme.
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pointing out a modified triangle transformation based on the results of [11]which attracted our inter-
est on deriving geometric construction schemes from circulant polygon transformations.
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Figure 1. Construction of regular pentagons.

A special choice of parameters leads to a definition of generalized Napoleon
vertices, which coincide with the vertices given by Napoleon’s theorem in the case
of n = 3. Geometric construction schemes based on such representations are
derived for triangles, quadrilaterals, and pentagons.

2. Eigenpolygon decompositions

Let z ∈ C
n denote a polygon withn verticeszk, k ∈ {0, . . . , n − 1}, in the

complex plane using zero-based indexes. In order to obtain geometric construc-
tions leading to regular polygons, linear transformations represented by complex
circulant matricesM ∈ C

n×n will be analyzed. That is, each row ofM results
from a cyclic shift of its preceding row, which reflects that new vertex positions are
constructed in a similar fashion for all vertices.

The eigenvectorsfk ∈ C
n, k ∈ {0, . . . , n − 1}, of circulant matrices are given

by the columns of the Fourier matrix

F :=
1
√

n







r
0·0

. . . r
0·(n−1)

...
. . .

...
r
(n−1)·0

. . . r
(n−1)·(n−1)






,

wherer := exp(2πi/n) denotes then-th complex root of unity [1]. Hence, the
eigenvectorfk = (1/

√
n)(r0·k

, r
1·k

, . . . , r
(n−1)·k)t represents thek-th Fourier

polygon obtained by successively connecting counterclockwisen times eachk-
th scaled root of unity starting byr0

/

√
n = 1/

√
n. This implies thatfk is a

(

n/ gcd(n, k)
)

-gon with vertex multiplicitygcd(n, k), wheregcd(n, k) denotes
the greatest common divisor of the two natural numbersn andk. In particular,f0

degenerates to one vertex with multiplicityn, andf1 as well asfn−1 are convex
regularn-gons with opposite orientation. Due to its geometric configurationfk is
calledk-regular, which will also be used in the case of similar polygons.
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0, . . . , 3
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3
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Figure 2. Fourier polygonsfk for n ∈ {4, 5} andk ∈ {0, . . . , n − 1}.

Examples of Fourier polygons are depicted in Figure 2. In this, black markers
indicate the scaled roots of unity lying on a circle with radius1/

√
n, whereas blue

markers denote the vertices of the associated Fourier polygons. Also given is the
vertex index or, in the case of multiple vertices, a comma separated list of indexes.
If n is a prime number, all Fourier polygons except fork = 0 are regularn-gons
as is shown in the case ofn = 5. Otherwise reduced Fourier polygons occur as is
depicted forn = 4 andk = 2.

SinceF is a unitary matrix, the diagonalization ofM based on the eigenval-
ues ηk ∈ C, k ∈ {0, . . . , n − 1}, and the associated diagonal matrixD =
diag(η0, . . . , ηn−1) is given byM = FDF

∗, whereF
∗ denotes the conjugate

transpose ofF . The coefficientsck in the representation ofz =
∑n−1

k=0
ckfk in

terms of the Fourier basis are the entries of the vectorc = F
∗
z and lead to the

following definition.

Definition. Thek-th eigenpolygonof a polygonz ∈ C
n is given by

ek := ckfk =
ck√
n

(

r
0·k

, r
1·k

, . . . , r
(n−1)·k

)t

, (1)

whereck := (F ∗
z)k andk ∈ {0, . . . , n − 1}.

Sinceek is fk times a complex coefficientck representing a scaling and ro-
tation depending onz, the symmetric properties of the Fourier polygonsfk are
preserved. In particular, the coefficientc0 = (F ∗

z)0 = 1
√

n

∑n−1

k=0
zk implies that

e0 = 1

n

(

∑n−1

k=0
zk

)

(1, . . . , 1)t is n times the centroid of the initial polygon. This

is also depicted in Figure 3 showing the eigenpolygon decomposition of two ran-
dom polygons. In order to clarify the rotation and orientation of the eigenpolygons,
the first three vertices are colored red, green, and blue.

Due to the representation of the transformed polygon

z
′ := Mz = M

(

n−1
∑

k=0

ek

)

=
n−1
∑

k=0

Mek =
n−1
∑

k=0

ηkek (2)
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= + + + +

= + + + + +

Figure 3. Eigenpolygon decomposition of a5- and6-gon.

applying the transformationM scales each eigenpolygon according to the associ-
ated eigenvalueηk ∈ C of M . This is utilized by geometric construction schemes
leading to scaled eigenpolygons. One is the Petr-Douglas-Neumann theorem [8, 3,
7] which is based onn − 2 polygon transformations each consisting of taking the
apices of similar isosceles triangles erected on the sides of the polygon. In each
step a different apex angle taken from the set{k2π/n | k = 1, . . . , n − 1} is used.
The characteristic angles are chosen in such a way that an eigenvalue in the decom-
position (2) becomes zero in each case. Since all transformation steps preserve the
centroid,n−2 steps successively eliminate the associated eigenpolygons until one
scaled eigenpolygon with preserved centroid remains. In the case ofn = 3 this
leads to the familiar Napoleon’s theorem [5] in which one transformation step suf-
fices to obtain a regular triangle.

3. Construction of regular polygons

The eigenpolygon decomposition presented in the previous section can be used
to prove that specific geometric transformations result in regular polygons. Beyond
that, it can also be used to find new geometric construction schemes leading to
predefined symmetric configurations. This is done by an appropriate choice of
the eigenvaluesηk and by interpreting the resulting transformation matrixM =
FDF

∗ geometrically.

3.1. General case.In this subsection, a specific choice of eigenvalues will be an-
alyzed in order to derive transformations, which lead tok-regular polygons and
additionally preserve the centroid. The latter impliesη0 = 1 sincee0 already rep-
resents the centroid. By choosingηj = 0 for all j ∈ {1, . . . , n − 1} \ {k} and
ηk ∈ C \ {0}, the transformation eliminates all eigenpolygons except the centroid
e0 and the designated eigenpolygonek which is scaled by the absolute value ofηk

and rotated by the argument ofηk. This implies

M = F diag(1, 0, . . . , 0, ηk, 0, . . . , 0)F
∗

= F diag(1, 0, . . . , 0)F
∗ + ηkF diag(0, . . . , 0, 1, 0, . . . , 0)F

∗
. (3)

Hence,M is a linear combination of matrices of the typeEk := FIkF
∗, where

Ik denotes a matrix with the only nonzero entry(Ik)k,k = 1. Taking into account
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that (F )µ,ν = r
µν

/

√
n and(F ∗)µ,ν = r

−µν
/

√
n, the matrixIkF

∗ has nonzero
elements only in itsk-th row, where(IkF

∗)k,ν = r
−kν

/

√
n. Therefore, theν-th

column ofEk = FIkF
∗ consists of thek-th column ofF scaled byr−kν

/

√
n, thus

resulting in(Ek)µ,ν = (F )µ,kr
−kν

/

√
n = r

µk
r
−kν

/n = r
k(µ−ν)

/n. This yields
the representation

(M)µ,ν = (E0)µ,ν + ηk(Ek)µ,ν =
1

n

(

1 + ηkr
k(µ−ν)

)

,

since all entries ofE0 equal1/n. Hence, transforming an arbitrary polygonz =
(z0, . . . , zn−1)

t results in the polygonz′ = Mz with vertices

z
′

µ = (Mz)µ =

n−1
∑

ν=0

1

n

(

1 + ηkr
k(µ−ν)

)

zν ,

whereµ ∈ {0, . . . , n − 1}. In the case ofµ = ν the weight of the associated
summand is given byω := (1 + ηk)/n. Substituting this expression in the repre-
sentation ofz′µ usingηk = nω − 1, henceω 6= 1/n, yields the decomposition

z
′

µ =
n−1
∑

ν=0

1

n

(

1 + (nω − 1)rk(µ−ν)
)

zν

=
1

n

n−1
∑

ν=0

(

1 − r
k(µ−ν)

)

zν

︸ ︷︷ ︸

=:uµ

+ω

n−1
∑

ν=0

r
k(µ−ν)

zν

︸ ︷︷ ︸

=:vµ

= uµ + ωvµ (4)

of z
′

µ into a geometric locationuµ not depending onω, and a complex numbervµ,
which can be interpreted as vector scaled by the parameterω. It should also be
noticed that due to the substitutionuµ does not depend onzµ, since the associated
coefficient becomes zero.

A particular choice isω = 0, which leads toz′µ = uµ. As will be seen in the next
section, in the case ofn = 3 this results in the configuration given by Napoleon’s
theorem, hence motivating the following definition.

Definition. For n ≥ 3 let z = (z0, . . . , zn−1)
t ∈ C

n denote an arbitrary polygon,
andk ∈ {1, . . . , n − 1}. The vertices

uµ :=
1

n

n−1
∑

ν=0

(

1 − r
k(µ−ν)

)

zν , µ ∈ {0, . . . , n − 1} ,

defining ak-regularn-gon are calledgeneralized Napoleon vertices.

According to its construction,M acts like a filter on the polygonz removing
all except the eigenpolygonse0 andek. The transformation additionally weightens
ek by the eigenvalueηk 6= 0. As a consequence, ifek is not contained in the
eigenpolygon decomposition ofz, the resulting polygonz′ = Mz degenerates to
the centroide0 of z.

The next step consists of giving a geometric interpretation of the algebraically
derived entitiesu0 andv0 for specific choices ofn, k, andω resulting in geometric
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construction schemes to transform an arbitrary polygon into ak-regular polygon.
Examples will be given in the next subsections.

3.2. Transformation of triangles.The general results obtained in the previous sub-
section will now be substantiated for the choicen = 3, k = 1. That is, a geometric
construction is to be found, which transforms an arbitrary triangle into a counter-
clockwise oriented equilateral triangle with the same centroid. Due to the circulant
structure, it suffices to derive a construction scheme for the first vertex of the poly-
gon, which can be applied in a similar fashion to all other vertices.

In the case ofn = 3 the root of unity is given byr = exp(2

3
πi) = 1

2
(−1+i

√
3).

By using (4) in the case ofµ = 0, as well as the relationsr−1 = r
2 = r and

r
−2 = r, this implies

u0 =
1

3

2
∑

ν=0

(1 − r
−ν)zν =

1

3

[(

3

2
+ i

√
3

2

)

z1 +

(

3

2
− i

√
3

2

)

z2

]

=
1

2
(z1 + z2) − i

1

3

√
3

2
(z2 − z1)

and

v0 =
2
∑

ν=0

r
−ν

zν = z0 +

(

−
1

2
− i

√
3

2

)

z1 +

(

−
1

2
+ i

√
3

2

)

z2

= z0 −
1

2
(z1 + z2) + i

√
3

2
(z2 − z1) .

Thereby, the representations ofu0 andv0 have been rearranged in order to give
geometric interpretations as depicted in Figure 4.
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v
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h
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h
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h
1

h
1

h
2

h
2

Figure 4. Napoleon verticesuµ and directionsvµ in the casen = 3, k = 1.
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Since multiplication by−i denotes a clockwise rotation byπ/2, u0 represents
the centroid of a properly oriented equilateral triangle erected on the sidez1z2. In
a vectorial sense,v0 represents the vector from the midpoint of the sidez1z2 to z0

added by the opposite directed heighth0 of the equilateral triangle erected onz1z2.
Due to the circulant structure ofM , the locationsu1, u2 and the vectorsv1, v2 can
be constructed analogously. Using this geometric interpretation of the algebraically
derived elements, the task is now to derive a construction scheme which combines
the elements of the construction.

Algebraically, an obvious choice in the representationz
′

µ = uµ + ωvµ is ω = 0,
which leads to the familiar Napoleon configuration since in this casez

′

µ = uµ.
Geometrically, an alternative construction is obtained by parallel translation of vµ

to uµ. This is equivalent to the choiceω = 1, hencez′0 = z0 + i
√

3
(z2 − z1). An

according geometric construction scheme is depicted in Figure 5.

A

B

C

A
′

B
′

C
′

Ap

Bp

Cp

Aa
Ba

Ca

Ac

Bc

Cc

c

ab

c

a

b

a
√

3

b
√

3

c
√

3

Figure 5. Construction of an equilateral triangle.

Thereby, the new positionA′ of A is derived as follows. First, the parallelogram
ABCAp is constructed and an equilateral triangle is erected onAAp. Since the
distance from the centroidAc to the apexAa of this triangle is of the required
lengtha/

√
3, wherea = |BC|, one can transfer it by parallel translation to the

vertical line onBC throughA. The other vertices are constructed analogously as
is also depicted in Figure 5.
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According to the choice of parameters in the definition ofM , the resulting tri-
angleA

′
B

′
C

′ is equilateral and oriented counterclockwise. A geometric proof is
given by the fact that the triangleApBpCp of the associated parallelogram vertices
is similar toABC with twice the side length. Due to their construction the new
verticesA

′, B
′, andC

′ are the Napoleon vertices ofApBpCp, henceA′
B

′
C

′ is
equilateral. In particular, the midpoints of the sides ofA

′
B

′
C

′ yield the Napoleon
triangle ofABC. Thus,A′ can also be constructed by intersecting the line through
Ap andAc with the vertical line onBC throughA.

3.3. Transformation of quadrilaterals.As a second example, the generalized Na-
poleon configuration in the case ofn = 4, k = 1 is presented, that isω = 0
resulting inz

′

µ = uµ, µ ∈ {0, . . . , 3}. Using r = i and the representation (4)
implies

u0 =
1

4

3
∑

ν=0

(1 − r
−ν)zν =

1

4

(

(1 + i)z1 + (1 + 1)z2 + (1 − i)z3

)

= z1 +
1

2
(z2 − z1) +

1

4
(z3 − z1) − i

1

4
(z3 − z1) ,

which leads to the construction scheme depicted in Figure 6.

A

B

C

D

A
′

B
′

C
′

D
′

Figure 6. Construction of a regular quadrilateral.

As in the case ofn = 3, the generalized Napoleon vertices can be constructed
with the aid of scaled parallels and perpendiculars. Figure 6 depicts the intermedi-
ate vertices obtained by successively adding the summands given in the represen-
tation ofuµ from left to right. Parallels, as well as rotations byπ/2 are marked by
dashed lines. Diagonals, as well as subdivision markers are depicted bythin black
lines.
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3.4. Transformation of pentagons.In the case ofn = 5, the root of unity is given

by r = (−1 +
√

5)/4 + i
√

(5 +
√

5)/8. The pentagon depicted on the left of
Figure 1 has been transformed by usingk = 1 andω = 1 resulting in

u0 + v0 = z0 +
1
√

5
(z1 − z2) +

1
√

5
(z4 − z3)

− i

√

10 + 2
√

5

5
(z1 − z4) − i

√

10 − 2
√

5

5
(z2 − z3) .

Due to the choicek = 1, z
′ is a regular convex pentagon. The same initial polygon

transformed by usingk = 2 andω = 1 resulting in

u0 + v0 = z0 +
1
√

5
(z2 − z1) +

1
√

5
(z3 − z4)

− i

√

10 − 2
√

5

5
(z1 − z4) − i

√

10 + 2
√

5

5
(z3 − z2)

is depicted on the right. Sincek = 2 is not a divisor ofn = 5, a star shaped
nonconvex2-regular polygon is constructed. Again, the representation also gives
the intermediate constructed vertices based on scaled parallels and perpendiculars,
which are marked by small markers. Thereby, auxiliary construction lines have
been omitted in order to simplify the figure.

3.5. Constructibility. According to (4) the coefficients of the initial verticeszµ in
the representation of the new verticesz

′

µ are given by1 − r
k(µ−ν) andωr

k(µ−ν)

respectively. Using the polar form of the complex roots of unity, these involve the
expressionscos(2πξ/n) andsin(2πξ/n), whereξ ∈ {0, . . . , n−1}. Hence a com-
pass and straightedge based construction scheme can only be derived ifthere exists
a representation of these expressions andω only using the constructible operations
addition, subtraction, multiplication, division, complex conjugate, and squareroot.

Such representations are given exemplarily in the previous subsections for the
casesn ∈ {3, 4, 5}. As is well known, Gauß proved in [4] that the regular poly-
gon is constructible ifn is a product of a power of two and any number of distinct
Fermat prime numbers, that is numbersFm = 2(2m) + 1 being prime. A proof
of the necessity of this condition was given by Wantzel [13]. Thus, the first non
constructible case using this scheme is given byn = 7. Nevertheless, there ex-
ists a neusis construction using a marked ruler to construct the associated regular
heptagon.

4. Conclusion

A method of deriving construction schemes transforming arbitrary polygons into
k-regular polygons has been presented. It is based on the theory of circulant ma-
trices and the associated eigenpolygon decomposition. Following a converse ap-
proach, the polygon transformation matrix is defined by the choice of its eigen-
values representing the scaling and rotation parameters of the eigenpolygons. As
has been shown for the special case of centroid preserving transformations leading
to k-regular polygons, a general representation of the vertices of the newpolygon



222 D. Vartziotis and J. Wipper

can be derived in terms of the vertices of the initial polygon and an arbitrarytrans-
formation parameterω. Furthermore, this leads to the definition of generalized
Napoleon vertices, which are in the case ofn = 3 identical to the vertices given by
Napoleon’s theorem.

In order to derive a new construction scheme, the number of verticesn and the
regularity indexk have to be chosen first. Since the remaining parameterω has in-
fluence on the complexity of the geometric construction it should usually be chosen
in order to minimize the number of construction steps. Finally giving a geometric
interpretation of the algebraically derived representation of the new vertices is still
a creative task. Examples forn ∈ {3, 4, 5} demonstrate this procedure. Naturally,
the problems in the construction of regular convexn-gons also apply in the pre-
sented scheme, since scaling factors of linear combinations of vertices have also to
be constructible.

It is evident that construction schemes for arbitrary linear combinations ofeigen-
polygons leading to other symmetric configurations can be derived in a similar
fashion. Furthermore, instead of setting specific eigenvalues to zero, causing the
associated eigenpolygons to vanish, they could also be chosen in order tosuc-
cessively damp the associated eigenpolygons if the transformation is applieditera-
tively. This has been used by the authors to develop a new mesh smoothing scheme
presented in [11, 12]. It is based on successively applying transformations to low
quality mesh elements in order to regularize the polygonal element boundary iter-
atively. In this context transformations based on positive real valued eigenvalues
are of particular interest, since they avoid the rotational effect known from other
regularizing polygon transformations.
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A Simple Barycentric Coordinates Formula

Nikolaos Dergiades

Abstract. We establish a simple formula for the barycentric coordinates with
respect to a given triangleABC of a pointP specified by the oriented angles
BPC, CPA andAPB. Several applications are given.

We establish a simple formula for the homogeneous barycentric coordinates of
a point with respect to a given triangle.

Theorem 1. With reference to a given a triangleABC, a pointP specified by the
oriented angles

x = ∡BPC, y = ∡CPA, z = ∡APB,

has homogeneous barycentric coordinates
(

1

cot A − cot x

:
1

cot B − cot y

:
1

cot C − cot z

)

. (1)

x

y

z

A

B C

P

Figure 1.

Proof. Construct the circle throughB, P , C, and let it intersect the lineAP at A′

(see Figure 2). Clearly,∠A
′
BC = ∠A

′
PC = π −∠CPA = π − y and similarly,

∠A
′
CB = π− z. It follows from Conway’s formula [5,§3.4.2] that in barycentric

coordinates

A
′ = (−a

2 : SC + Sπ−z : SB + Sπ−y) = (−a
2 : SC − Sz : SB − Sy).

Publication Date: September 28, 2009. Communicating Editor: Paul Yiu.
The author thanks the editor for many improvements, especially in the proof of Corollary 3.
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Similarly, the linesBP intersects the circleCPA at a pointB′, andCP intersects
the circleAPB at C

′ whose coordinates can be easily written down. These be
reorganized as

π − y

π − y

π − z

π − z

π − x

π − x

A

B C

P

A
′

B
′

C
′

Figure 2.

A
′ =

(

−
a
2

(SB − Sy)(SC − Sz)
:

1

SB − Sy

:
1

SC − Sz

)

,

B
′ =

(

1

SA − Sx

: −
b
2

(SC − Sz)(SA − Sx)
:

1

SC − Sz

)

,

C
′ =

(

1

SA − Sx

:
1

SB − Sy

: −
c
2

(SA − Sx)(SB − Sy)

)

.

According the version of Ceva’s theorem given in [5,§3.2.1], the linesAA
′, BB

′,
CC

′ intersect at a point, which is clearlyP , whose coordinates are
(

1

SA − Sx

:
1

SB − Sy

:
1

SC − Sz

)

.

Since by definitionSθ = S · cot θ, this formula is clearly equivalent to (1). �

Remark.This note is a revision of [1]. Antreas Hatzipolakis has subsequently
given a traditional trigonometric proof [3].

The usefulness of formula (1) is that it is invariant when we substitutex, y, z by
directed angles.

Corollary 2 (Schaal). If for three pointsA
′, B

′, C
′ the directed anglesx =

(A′
B, A

′
C), y = (B′

C, B
′
A) andz = (C ′

A, C
′
B) satisfyx+y+z ≡ 0 mod π,

then the circumcircles of trianglesA′
BC, B

′
CA, C

′
AB are concurrent atP .
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Proof. Referring to Figure 2, if the circumcircles of trianglesA
′
BC andB

′
CA

intersect atP , then from concyclicity,

(PB, PC) = (A′
B, A

′
C) = x,

(PC, PA) = (B′
C, B

′
A) = y.

It follows that

(PA, PB) = (PA, PC) + (PC, PB) = −y − x ≡ z = (C ′
A, C

′
B) mod π,

andC
′, A, B, P are concyclic. Now, it is obvious that the barycentrics ofP are

given by (1). �

For example, if the trianglesA′
BC, B′

CA, C ′
AB are equilateral on the exterior

of triangleABC, thenx = y = z = −π
3
, andx+ y + z ≡ 0 mod π. By Corollary

2, we conclude that the circumcircles of these triangles are concurrent at

P =

(

1

cot A − cot
(

−π
3

) :
1

cot B − cot
(

−π
3

) :
1

cot C − cot
(

−π
3

)

)

=

(

1

cot A + cot
(

π
3

) :
1

cot B + cot
(

π
3

) :
1

cot C + cot
(

−π
3

)

)

.

This is the first Fermat point,X13 of [4].

Corollary 3 (Hatzipolakis [2]). Given a reference triangleABC and two points
P andQ, let Ra be the intersection of the reflections of the linesBP , CP in the
linesBQ, CQ respectively(see Figure 3). Similarly define the pointsRb andRc.
The circumcircles of trianglesRaBC, RbCA, RcAB are concurrent at a point

f(P,Q) =

(

1

cot A − cot(2x
′ − x)

:
1

cot B − cot(2y
′ − y)

:
1

cot C − cot(2z
′ − z)

)

,

(2)
where

x = (PB, PC), y = (PC, PA), z = (PA, PB);

x
′ = (QB, QC), y

′ = (QC, QA), z
′ = (QA, QB). (3)

Proof. Let x′′ = (RaB, RaC). Note that

x
′′ = (RaB, QB) + (QB, QC) + (QC, RaC)

= (QB, QC) + (RaB, QB) + (QC, RaC)

= (QB, QC) + (QB, PB) + (PC, QC)

= (QB, QC) + (QB, QC) − (PB, PC)

= 2x
′ − x.

Similarly, y′′ = (RbC, RbA) = 2y
′−y andz

′′ = (RcA, RcB) = 2z
′−z. Hence,

x
′′ + y

′′ + z
′′ ≡ 2(x′ + y

′ + z
′) − (x + y + z) ≡ 0 mod π.

By Corollary 2, the circumcircles of trianglesRaBC, RbCA, RcAB are concur-
rent at the pointR = f(P, Q) given by (2). �
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A

B C

P

Q

Ra

Rb

Rc

Figure 3.

Clearly, for the incenterI, f(P, I) = P
∗, sinceRa = Rb = Rc = P

∗, the
isogonal conjugate ofP .

Corollary 4. The mappingf preserves isogonal conjugation,i.e.,

f
∗(P, Q) = f(P ∗

, Q
∗).

Proof. If the pointsP andQ are defined by the directed angles in (3), andR =
f(P, Q), S = f(P ∗

, Q
∗), then by Corollary 3,(R∗

B, R
∗
C) = A− (2x

′−x) and

(SB, SC) ≡ 2(Q∗
B, Q

∗
C) − (P ∗

B, P
∗
C)

≡ 2(A − x
′) − (A − x)

≡ A − (2x
′ − x)

≡ (R∗
B, R

∗
C) mod π.

Similarly, (SC, SA) ≡ (R∗
C, R

∗
A) and (SA, SB) ≡ (R∗

A, R
∗
B) mod π.

Hence,R∗ = S, or f
∗(P, Q) = f(P ∗

, Q
∗). �
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Conic Homographies and Bitangent Pencils

Paris Pamfilos

Abstract. Conic homographies are homographies of the projective plane pre-
serving a given conic. They are naturally associated with bitangent pencils of
conics, which are pencils containing a double line. Here we study this connec-
tion and relate these pencils to various groups of homographies associated with
a conic. A detailed analysis of the automorphisms of a given pencil specializes
to the description of affinities preserving a conic. While the algebraic structure
of the groups involved is simple, it seems that a geometric study of the vari-
ous questions is lacking or has not been given much attention. In this respect
the article reviews several well known results but also adds some new points of
view and results, leading to a detailed description of the group of homographies
preserving a bitangent pencil and, as a consequence, also the groupof affinities
preserving an affine conic.

1. Introduction

Deviating somewhat from the standard definition I callbitangentthe pencilsP
of conics which are defined in the projective plane through equations of the form

αc + βe
2 = 0.

Herec(x, y, z) = 0 ande(x, y, z) = 0 are the equations inhomogeneous coordi-
natesof a non-degenerate conic and a line andα, β are arbitrary, no simultaneously
zero, real numbers. To be short I use the same symbol for the set and an equation
representing it. Thusc denotes the set of points of a conic andc = 0 denotes an
equation representing this set in some system of homogeneous coordinates. To de-
note bitangent pencils I use the letterP but also the more specific symbol(c, e).
For any other member-conicc′ of the pencil(c′, e) represents the same pencil. I
call line e and the poleE of e with respect toc respectivelyinvariant line and
centerof the pencil. The intersection pointsc ∩ e, if any, are calledfixedor base
points of the pencil. As is seen from the above equation, if such points exist,they
lie on every member-conic of the pencil.

Traditionally the termbitangentis used only for pencils(c, e) for which line
e either intersectsc or is disjoint from it. This amounts to a second order (real
or complex) contact between the members of the pencil, wherefore also the stem
of the term. Pencils for whichc ande

2 are tangent have a fourth order contact
between their members and are classified under the namesuperosculatingpencils

Publication Date: October 5, 2009. Communicating Editor: Paul Yiu.
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([4, vol.II, p.188], [12, p.136]) orpenosculatingpencils ([9, p.268]). Here I take
the liberty to incorporate this class of pencils into the bitangent ones, thus consid-
ering as a distinguished category the class of pencils which contain among their
members a double line. This is done under the perspective of the tight relationship
of conic homographies with bitangent pencils under this wider sense. An inspiring
discussion in synthetic style on pencils of conics, which however, despite itswide
extend, does not contain the relationship studied here, can be found in Steiner’s
lectures ([11, pp.224–430]).

Every homography1 f of the plane preserving the conicc defines a bitangent
pencil (c, e) to which conicc belongs as a member and to whichf acts by pre-
serving each and every member of the pencil. The pencil contains a doubleline
e, which coincides with theaxis of the homography. In this article I am mainly
interested in the investigation of the geometric properties of four groups:G(c),
G(c, e), K(c, e) andA(c), consisting respectively of homographies (i) preserving
a conicc, (ii) preserving a pencil(c, e), (iii) permuting the members of a pencil,
and (iv) preserving an affine conic. Last group is identical with a group of type
G(c, e) in which line e is identified with the line at infinity. In Section 2 (Conic
homographies) I review the well-known basic facts on homographies of conics
stating them as propositions for easy reference. Their proofs can be found in the
references given (especially [4, vol.II, Chapter 16], [12, ChapterVIII]). Section 3
(Bitangent pencils) is a short review on the classification of bitangent pencils. In
Section 4 (The isotropy at a point) I examine the isotropy of actions of the groups
referred above. In this, as well as in the subsequent sections, I supply the proofs of
propositions for which I could not find a reference. Section 5 (Automorphisms of
pencils) is dedicated to an analysis of the groupG(c, e). Section 6 (Bitangent flow)
comments on the vector-field point of view of a pencil and the characterization of
its flow through a simple configuration on the invariant line. Section 7 (The per-
spectivity group of a pencil) contains a discussion on the groupK(c, e) permuting
the members of a pencil. Finally, Section 8 (Conic affinities) applies the results
of the previous sections to the description of the group of affinities preserving an
affine conic.

2. Conic homographies

Conic homographiesare by definition restrictions onc of homographies of the
plane that preserve a given conicc. One can define also such maps intrinsically,
without considering their extension to the ambient plane. For this fix a pointA

on c and a linem and define the imageY = f(X) of a pointX by using its
representationf ′ = p ◦ f ◦ p

−1 through the (stereographic) projectionp of the
conic onto linem centered atA.

1I use this term coming from my native language (greek) as an alternativeequivalent to
projectivity.
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A

m

c

X
Y

x y

f

f'

Figure 1. Conic homography

Homographyf is the defined using a Moebius transformation ([10, p.40]) (see
Figure 1)

y = f
′(x) =

αx + β

γx + δ

.

It can be shown ([4, vol.II, p.179]) that the two definitions are equivalent. De-
pending on the kind of the question one can prefer the first definition, through the
restriction of a global homography, or the second through the projection.Later
point of view implies the following ([10, p.47]).

Proposition 1. A conic homography on the conicc is completely determined by
giving three pointsA, B, C on the conic and their imagesA′

, B
′
, C

′. In particular,
if a conic homography fixes three points onc it is the identity.

The two ways to define conic homographies on a conicc reflect to the represen-
tation of their groupG(c). In the first case, since every conic can be brought in
appropriate homogeneous coordinates to the form ([2, p.209])

x
2 + y

2 − z
2 = 0

their group is represented through the group preserving this quadratic form which
is O(2, 1). By describing homographies through Moebius transformationsG(c) is
represented with the groupPGL(2, R). The two representations are isomorphic
but notnaturally isomorphic ([4, vol.II, p.180]). An isomorphism between them
can be established by fixingA ∈ c and associating to eachf ∈ O(2, 1) the corre-
sponding induced inm transformationf ′ ∈ PGL(2, R) ([15, p.235]), in the way
this was defined above through the stereographic projection fromA onto some line
m (see Figure 1).

Next basic property of conic homographies is the existence of theirhomography
axis([4, vol.II, p.178]).

Proposition 2. Given a conic homographyf of the conicc, for every pair of points
A, B on c, linesAB

′ andBA
′, with A

′ = f(A), B′ = f(B) intersect on a fixed
line e, the homography axis off . The fixed points off , if any, are the intersection
points ofc ande.



232 P. Pamfilos

A'

B

A

B'

E

e

c

F

Figure 2. Homography axise

Remark.This property implies (see Figure 2) an obvious geometric construction
of the imageB′ of an arbitrary pointB under the homography once we know the
axis and a single pointA and its imageA′ on the conic: DrawA

′
B to find its

intersectionF = A
′
B ∩ e and from there draw lineFA to find its intersection

B
′ = FA ∩ c.

Note that the existence of the axis is a consequence of the existence of at least a
fixed pointP for every homographyf of the plane ([15, p.243]). Iff preserves in
addition a conicc, then it is easily shown that the polare of P with respect to the
conic must be invariant and coincides either with a tangent of the conic at a fixed
point off or coincides with the axis off .

Next important property of conic homographies is the preservation of the whole
bitangent family(c, e) generated by the conicc and the axise of the homogra-
phy. Here the viewpoint must be that of the restriction onc (ande) of a global
homography of the plane.

Proposition 3. Given a conic homographyf of the conicc with homograpy axise,
the transformationf preserves every memberc

′ = αc+βe
2 of the pencil generated

by c and the (double) linee. The poleE of the axise with respect toc is a fixed
point of the homography. It is also the pole ofe with respect to every conic of the
pencil. Linee is the axis of the conic homography induced byf on every member
c
′ of the pencil.

To prove the claims show first that linee is preserved byf (see Figure 3). For
this take onc points A, B collinear with the poleE and consider their images
A

′ = f(A), B′ = f(B). SinceAB contains the pole ofe, the poleQ of AB will
be on linee. By Proposition 2 linesAB

′
, BA

′ intersect at a pointG of line e. It
follows that the intersection pointF of AA

′
, BB

′ is also one and thatA′
B

′ passes
throughE. Hence the poleQ′ of A

′
B

′ will be on line e. Since homographies
preserve polarity it must beQ′ = f(Q) andf preserves linee. From this follow
easily all other claims of the proposition.

I call pencilP = (c, e) theassociated tof bitangent pencil. I use also forE the
namecenter of the pencilor/andcenter of the conic homographyf .
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Figure 3. Invariance of axise

Next deal with conic homographies is their distinction ininvolutiveand non-
involutive, i.e. homographies of period two and all others ([4, vol.II, p.179], [12,
p.223]). Following proposition identifies involutive homographies withharmonic
homologies(see Section 7) preserving a conic.

Proposition 4. Every involutive conic homographyf of the conicc fixes every
point of its axise. Inversely if it fixes its axis andE /∈ e it is involutive. Equivalently
for each pointP ∈ c with P

′ = f(P ), line PP
′ passes throughE the pole of

the axise of f . Point E is called in this case the center or Fregier point of the
involution.

Involutions are important because they can represent through their compositions
every conic homography. The bitangent pencils(c, e) of interest, though, are those
created by non-involutive conic homographiesf : c → c, and it will be seen that
the automorphisms of such pencils consist of all homographies of the conic which
commute withf . The following proposition clarifies the decomposition of every
conic homography in two involutions ([4, vol.II, p.178], [12, p.224]).

Proposition 5. Every conic homographyf of a conicc can be represented as the
productf = I2 ◦ I1 of two involutionsI1, I2. The centers of the involutions are
necesserilly on the axise of f . In addition the center of one of them may be any
arbitrary point P1 ∈ e (not a fixed point off ), the center of the otherP2 ∈ e is
then uniquely determined.

Following well known proposition signals also an important relation between
a non-involutive conic homography and the associated to it bitangent pencil. I
call the method suggested by this proposition thetangential generationof a non-
involutive conic homography. It expresses for non-involutive homographies the
counterpart of the property of involutive homographies to have all linesPP

′, with
(P ∈ c, P

′ = f(P )), passing through a fixed point.

Proposition 6. For every non-involutive conic homographyf of a conicc and ev-
ery pointP ∈ c andP

′ = f(P ) lines PP
′ envelope another conicc′. Conicc

′

is a member of the associated tof bitangent pencil. Inversely, given two member
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conicsc, c
′ of a bitangent pencil the previous procedure defines a conic homogra-

phy onc having its axis identical with the invariant linee of the bitangent pencil.
Further the contact pointQ′ of line PP

′ with c
′ is the harmonic conjugate with

respect to(P, P
′) of the intersection pointQ of PP

′ with the axise of f .

P

P'

Q

Q'

E

e
F

c

c'

Figure 4. Tangential Generation

An elegant proof of these statements up to the last is implied by a proposition
proved in [8, p.253], see also [4, vol.II, p.214] and [5, p.245]. Laststatement
follows from the fact thatQ is the pole of lineQ′

E (see Figure 4).
Propositions 5 and 6 allow a first description of theautomorphism groupG(c, e)

of a given pencil(c, e) i.e. the group of homographies mapping every member-
conic of the pencil onto itself. The group consists of homographies of two kinds.
The first kind are the involutive homographies which are completely definedby
giving their center on linee or their axis throughE. The other homographies
preserving the pencil are the non-involutive, which are compositions of pairs of
involutions of the previous kind. Since we can put the center of one of the two
involutions anywhere one (except the intersection points ofe andc), the homogra-
phies of this kind are parameterized by the location of their other center.

Before to look closer at these groups I digress for a short review of the classifica-
tion of bitangent pencils and an associated naming convention for homographies.

3. Bitangent pencils

There are three cases of bitangent pencils in the real projective plane which
are displayed in Figure 5. They are distinguished by the relative location ofthe
invariant line and the conic generating the pencil.

Proposition 7. Every bitangent pencil of conics is projectively equivalent to one
generated by a fixed conicc and a fixed linee in one of the following three possible
configurations.
(I) The linee non-intersecting the conicc (elliptic).
(II) The linee intersecting the conicc at two points (hyperbolic).
(III) The linee being tangent to the conicc (parabolic).
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(I) (II) (III)

Figure 5. Bitangent pencils classification

The proof follows by reducing each case to a kind ofnormal form. For case (I)
select a projective basisA, B, C making aself-polartriangle with respect toc. For
this takeA to be the pole ofe with respect toc, take thenB arbitrary on linee and
defineC to be the intersection ofe and the polarpB of B with respect toc. The
triangleABC thus defined is self-polar with respect toc and the equations ofc and
e take the form

αx
2 + βy

2 + γz
2 = 0, x = 0.

In this we can assume thatα > 0, β > 0 andγ < 0. Applying then a simple
projective transformation we reduce the equations in the form

x
2 + y

2 − z
2 = 0, x = 0.

For case (II) one can define a projective basisA, B, C for which the equation ofc
ande take respectively the form

x
2 − yz = 0, x = 0.

For this it suffices to take forA the intersection of the two tangentstB, tC to the
conic at the intersectionsB, C of the linee with the conicc and theunit point of
the basis on the conic. The projective equivalence of two such systems is obvious.
Finally a system of type (III) can be reduced to one of type (II) by selecting again
an appropriate projective baseA, B, C. For this takeB to be the contact point
of the line and the conic. Take thenA to be an arbitrary point on the conic and
defineC to be the intersection point of the tangentstA, tB. This reduces again the
equations to the form ([4, vol.II, p.188])

xy − z
2 = 0, x = 0.

The projective equivalence of two suchnormal formsis again obvious.

Remark.The disctinction of the three cases of bitangent pencils leads to a natural
distinction of the non-involutive homographies in four general classes. The first
class consists of homographies preserving a conic, such that the associated bitan-
gent pencil is elliptic. It is natural to call these homographieselliptic. Analogously
homographies preserving a conic and such that the associated bitangentpencil is
hyperbolic or parabolic can be called respectivelyhyperbolicor parabolic. All
other non-involutive homographies, not falling in one of these categories(i.e. not
preserving a conic), could be calledloxodromic. Simple arguments related to the
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set of fixed points of an homography show easily that the four classes are disjoint.
In addition since, by Proposition 2, the fixed points of a homographyf preserving
a conic are its intersection points with the respective homography axise, we see
that the three classes of non-involutive homographies preserving a conic are char-
acterized by the number of their fixed points on the conic ([12, p.101], [15, p 243]).
This naming convention of the first three classes conforms also with the traditional
naming of the corresponding kinds of real Moebius transformations induced on the
invariant line of the associated pencil ([10, p.68]).

4. The isotropy at a point

Next proposition describes the structure of the isotropy groupGAB(c, e) for a
hyperbolic pencil(c, e) at each one of the two intersection points{A, B} = c ∩ e.

Proposition 8. Every homography preserving both, a conicc, an intersecting the
conic linee, and fixing one (A say) of the two intersection pointsA, B of c ande

belongs to a groupGAB(c, e) of homographies, which is isomorphic to the multi-
plicative groupR

∗ and can be parameterized by the points of the two disjoint arcs
into whichc is divided byA, B.

D

F

B

c

C

E
G

A

e

Figure 6. Isotropy of type IIb

Figure 6 illustrates the proof. Assume that homographyf preserves both, the
conicc, the linee, and also fixesA. Then it fixes also the other pointB and also the
poleC of line AB. Consequentlyf is uniquely determined by prescribing its value
f(D) = E ∈ c at a pointD ∈ c. I denote this homography byfDE . This map has
a simple matrix representation in the projective basis{C, A, B, D} in which conic
c is represented by the equationyz − x

2 = 0 and lineAB by x = 0, the unit point
D(1, 1, 1) being on the conic. In this basis and forE ∈ c with coordinates(x, y, z)
mapfDE is represented by non-zero multiples of the matrix

FDE =





x 0 0
0 y 0
0 0 z



 .

This representation shows thatGAB(c, e) is isomorphic to the multiplicative group
R
∗ which has two connected components. The groupGAB(c, e) is the union of

two cosetsG1,G2 corresponding to the two arcs onc, defined by the two points
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A, B. The arc containing pointD corresponds to subgroupG1, coinciding with
the connected component containing the identity. The other arc defined byAB

corresponds to the other connected componentG2 of the group. For pointsE on
the same arc withD the corresponding homographyfDE preserves the two arcs
defined byA, B, whereas for pointsE on the other arc than the one containingD

the corresponding homographyf interchanges the two arcs.
Obviously pointD can be any point ofc different fromA andB. Selecting

another place forD and varyingE generates the same group of homographies.
Clearly also there is a symmetry in the roles ofA, B and the group can be identified
with the group of homographies preserving conicc and fixing both pointsA and
B.

Remark.Note that there is a unique involutionI0 contained inGAB(c, e). It is the
one having axisAB and centerC, obtained for the position ofE for which lineDE

passes throughC, the corresponding matrix being then thediagonal(−1, 1, 1).

Following proposition deals with the isotropy of pencils(c, e) at normalpoints
of the conicc, i.e. points different from its intersection point(s) with the invariant
line e.

F

e

D

pA

c

G A

E

Figure 7. Isotropy at normal points

Proposition 9. For every normal pointD of the conicc the isotropy groupGD(c, e)
is isomorphic toZ2. The different from the identity element of this group is the
involutionID with axisDE.

For types (I) and (II) of pencils a proof is the following. Let the homography f

preserve the conicc, the linee and fix pointD. Then it preserves also the tangent
tD at D and consequently fixes also the intersection pointA of this line with the
axise (see Figure 7). It is easily seen that the polarDF of A passes through the
centerE of the pencil and thatf preservesDF . Thus the polarDF carries three
points, which remain fixed underf . Sincef has three fixed points on lineDF it
leaves the whole line fixed, hence it coincides with the involution with axisDF

and centerA.
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For type (III) pencils the proof follows from the previous proposition. In fact,
assumingB = c∩e andA ∈ c, A 6= B an elementf of the isotropy groupGA(c, e)
fixes pointsA, B hencef ∈ GAB. But from all elementsf of the last group only
the involutionIB with axisAB preserves the members of the pencil(c, e). This is
immediately seen by considering the decomposition off in two involutions. Would
f preserve the member-conics of the bitangent family(c, e) then, by Proposition
5, the centers of these involutions would be points ofe but this is impossible for
f ∈ GAB, since the involutions must in this case be centered on lineAB.

A byproduct of the short investigation on the isotropy groupGAB of a hyperbolic
pencil (c, e) is a couple of results concerning the orbits ofGAB on points of the
plane, other than the fixed pointsA, B, C. To formulate it properly I adopt for
triangleABC the name ofinvariant triangle.

Proposition 10. For every pointF not lying on the conicc and not lying on the
side-lines of the invariant triangleABC the orbitGABF is the member coniccF

of the hyperbolic bitangent pencil(c, e) which passes throughF .

In fact,GABF ⊂ cF since allf ∈ GAB preserve the member-conics of the pencil
(see Figure 6). By the continuity of the action the two sets must then be identical.
The second result that comes as byproduct is the one suggested by Figure 8. In its
formulation as well the formulation of next proposition I use the maps introduced
in the course of the proof of Proposition 8.

Proposition 11. For every pointF not lying on the conicc and not lying on the
side-lines of the invariant triangleABC, the intersection pointH of linesDE and
FG, whereG = fDE(F ), asE varies on the conicc, describes a conic passing
through pointsA, B, C, D andF .

H

D

F

B

c

C

E
G

A

Figure 8. A triangle conic

To prove this consider the projective basis and the matrix representation offDE

given above. It is easy to describe in this basis the map sending lineDE to
FG. Indeed letE(x, y, z) be a point on the conic. LineDE has coefficients
(y − z, z − x, x − y). Thus, assumingF has coordinates(α, β, γ), its image will
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be described by the coordinates(αx, βy, γz). The coefficients of the lineFG will
be then(βγ(y − z), γα(z − x), αβ(x − y)). Thus the correspondence of line
FG to line DE will be described in terms of their coefficients by the projective
transformation

(y − z, z − x, x − y) 7→ (βγ(y − z), γα(z − x), αβ(x − y) ).

The proposition is proved then by applying theChasles-Steinertheorem, according
to which the intersections of homologous lines of two pencils related by a homog-
raphy describe a conic ([3, p.73], [4, vol.II, p.173]). According to this theorem the
conic passes through the vertices of the pencilsD, F . It is also easily seen that the
conic passes through pointsA, B andC.

Proposition 12. For every pointF not lying on the conicc and not lying on the
side-lines of the invariant triangleABC, linesEG with G = fDE(F ) asE varies
on c envelope a conic which belongs to the bitangent pencil(c, e = AB).

E

G A

D

F

B

c

C

Figure 9. Bitangent member as envelope

The proof can be based on the dual of the argument ofChasles-Steiner([3,
p.89]), according to which the lines joining homologous points of a homographic
relation between two ranges of points envelope a conic. Here linesEG (see Figure
9) join points(x, y, z) on the conicc with points (αx, βy, γz) on the coniccF ,
hence their coefficients are given by

( (γ − β)yz, (α − γ)zx, (β − α)xy ).

Taking the traces of these lines onx = 0 andy = 0 we find that the corresponding
coordinates(0, y

′
, z

′) and (x′′
, 0, z

′′) satisfy an equation of the formτ ′
τ
′′ = κ,

whereτ
′ = y

′
/z

′
, τ

′′ = x
′′
/z

′′ andκ is a constant. Thus linesEG join points on
x = 0 andy = 0 related by a homographic relation hence they envelope a conic.
It is also easily seen that this conic passes throughA, B and has there tangents
CA, CB hence it belongs to the bitangent family.

Continuing the examination of possible isotropies, after the short digressionon
the three last propositions, I examine the isotropy groupGA(c, e) of a parabolic
pencil(c, e), for which the axise is tangent to the conicc at a pointA. An element
f ∈ GA(c, e) may haveA as its unique fixed point or may have an additional fixed
pointB 6= A.
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An elementf ∈ GA(c, e) havingA as a unique fixed point cannot leave invariant
another line throughA, since this would create a second fixed point onc. Also there
is no other fixed point on the tangente since this would also create another fixed
point onc.

x AD

C'

B

B'

x'

C
e

Figure 10. Parabolic isotropy

Proposition 13. The groupG0
A including the identity and all homographiesf ,

which preserve a conicc and haveA as a unique fixed point, is isomorphic to
the additive groupR. Every non-indetity homography in this group induces in the
tangente at A a parabolic transformation, which in line coordinates with origin
at A is described by a function of the kindx′ = ax/(bx + a) or equivalently, by
settingd = b/a, through the relation

1

x
′
−

1

x

= d.

This function uniquely describes the conic homography from which it is induced in
line e. All elements of this group are non-involutive.

In fact consider the induced Moebius transformation on linee with respect to
coordinates with origin atA (see Figure 10). SinceA is a fixed point this trans-
formation will have the formx

′ = ax/(bx + c). Since this is the only root of the
equationx(bx + c) = ax ⇔ bx

2 + (c − a)x = 0, it must bec = a. Since for
every pointB other thanA the tangentstB, tB′ whereB

′ = f(B) intersect linee
at corresponding pointsC, C

′ = f(C) the definition off from its action on linee
is complete and unique. The statement on the isomorphism results from the above
representation of the transformation. The valued = 0 corresponds to the identity
transformation. Every other valued ∈ R defines a unique parabolic transformation
and the product of two such transformations corresponds to the sumd+d

′ of these
constants.

The groupGA of all homographies preserving a conicc and fixing a pointA
contains obviously the groupG0

A. The other elements of this group will fix an
additional pointB on the conic. Consequently the group will be represented as
a unionGA = G0

A ∪B 6=A GAB. For another pointC different fromA andB the
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corresponding groupGAC is conjugate toGAB, by an element of the groupG0
A.

In fact, by the previous discussion there is a unique elementf ∈ G0
A mappingB

to C. ThenAdf (GAB) = GAC i.e. every elementfC ∈ GAC is represented as
fC = f ◦ fB ◦ f

−1 with fB ∈ GAB. These remarks lead to the following proposi-
tion.

Proposition 14. The isotropy groupGA of conic homographies fixing a pointA of
the conicc is the semi-direct product of its subgroupsG0

A of all homographiesf
which preservec and have the unique fixed pointA on c and the subgroupGAB of
conic homographies which fix simultaneouslyA and another pointB ∈ c different
fromA.

To prove this apply the criterion ([1, p.285]) by which such a decompositionof
the group is a consequence of the following two properties: (i) Every element g

of the groupGA is expressible in a unique way as a productg = gB ◦ gA with
gA ∈ G0

A, gB ∈ GAB and (ii) GroupG0
A is a normal subgroup ofGA. Starting from

property (ii) assume thatf ∈ GA has the formf = gB ◦ gA ◦ g
−1

B . Shouldf fix a
pointC ∈ c different fromA then it would begA(g−1

B (C)) = g
−1

B (C) i.e. g−1

B (C)

would be a fixed point ofgA, henceg−1

B (C) = A which is impossible. To prove
(i) show first that every element inGA is expressible as a productg = gB ◦ gA.
This is clear ifg ∈ G0

A or g ∈ GAB. Assume then thatg in addition toA fixes
also the pointC ∈ c different fromA. Then as remarked aboveg can be written
in the formg = gA ◦ gB ◦ g

−1

A , henceg = gB ◦ (g−1

B ◦ gA ◦ gB ◦ g
−1

A ) and the
parenthesis is an element ofG0

A. That such a representation is also unique follows
trivially, since the equationgA ◦ gB = g

′

A ◦ g
′

B would implyg
−1

A ◦ g
′

A = g
′

B ◦ g
−1

B

implying gA = g
′

A andgB = g
′

B, since the two subgroupsG0
A andGAB have in

common only the identity element.

5. Automorphisms of pencils

In this section I examine the automorphism groupG(c, e) of a pencil(c, e) and in
particular the non-involutive automorphisms. Every such automorphism is a conic
homographyf of conic c preserving also the linee. Hence it induces on linee a
homography which can be represented by a Moebius transformation

x
′ =

αx + β

γx + δ

.

Inversely, knowing the induced homography on linee from a non-involutive ho-
mography one can reconstruct the homography on every other member-conic c of
the pencil. Figure 11 illustrates the construction of the image pointB

′ = f(B)
by drawing the tangenttB of c at B and finding its intersectionC with e. The
imagef(B) is found by taking the image pointC

′ = f(C) one and drawing from
there the tangents toc and selecting the appropriate contact pointB

′ or B
′′ of the

tangents fromC
′. The definition of the homography onc is unambiguous only

for pencils of type (III). For the other two kinds of pencils one can construct two
homographiesf andf

∗, which are related by the involutionI0 with centerE and
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e

c

C'C

B
B'

B''
E

Figure 11. Using linee

axise. The relation isf∗ = f ◦ I0 = I0 ◦ f (last equality is shown in Proposition
16).

Using this method one can easily answer the question of periodic conic homo-
graphies.

Proposition 15. Only the elliptic bitangent pencils have homographies periodic of
periodn > 2. Inversely, if a conic homography is periodic, then it is elliptic.

In fact, in the case of elliptic pencils, selecting the homography one to be of the
kind

x
′ =

cos(φ)x − sin(φ)

sin(φ)x + cos(φ)
, φ =

2π

n

,

we define by the procedure described above ann-periodic homography preserving
the pencil. For the cases of hyperbolic and parabolic pencils it is impossible to
define a periodic homography with periodn > 2. This because, for such pencils,
every homography preserving them has to fix at least one point. If it fixes exactly
one, then it is a parabolic homography, hence by Proposition 13 can not be periodic.
If it fixes two points, then as we have seen in Proposition 8, the homographycan
be represented by a realdiagonalmatrix and this can not be periodic forn > 2.
The inverse is shown by considering the associated bitangent pencil andapplying
the same arguments.

Since a general homography preserving a conicc can be written as the composi-
tion of two involutions, it is of interest to know the structure of the set of involutions
preserving a given bitangent pencil. For non-parabolic pencils there isa particular
involution I0, namely the one having for axis the invariant linee of the family and
for centerE the pole of this line with respect toc.
If I is an arbitrary, other thanI0, involution preserving the bitangent family(c, e)
then, sincee is invariant byI, either its centerQ is on linee or its axis coincides
with e. Last case can be easily excluded by showing that the compositionf = I0◦I

is then an elation with axise and drawing from this a contradiction. Consequently
the axiseI = EF (see Figure 12) of the involution must pass through the poleE

of e with respect toc. It follows thatI commutes withI0. A consequence of this is
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Figure 12. Involutive automorphisms

thatI ′ = I0 ◦ I is another involution the axis of which is lineEQ and its center is
F . Since by Proposition 5 every homographyf preserving the bitangent pencil is
a product of two involutions with centers on the axise it follows thatI0 commutes
with f . We arrive thus at the following.

Proposition 16. The groupG(c, e) of all homographies preserving a non-parabolic
bitangent pencil is a subgroup of the group of homographies of the plane preserving
line e, fixing the centerE of the pencil and commuting with involutionI0.

For the rest of the section I omit the reference to(c, e) and write simplyG
instead ofG(c, e). InvolutionI0 is a singularium and should be excluded from the
set of all other involutions. It can be represented in infinite many ways as aproduct
of involutions. In fact for any other involutive automorphism of the pencilI the
involution I

′ = I ◦ I0 = I0 ◦ I represents it as a productI0 = I ◦ I
′. Counting

it to the non-involutive automorphisms, it is easy to see that we can separate the
groupG into two disjoint sets. The set of non-involutive automorphismsG′ ⊂ G
containing the identity andI0 as particular elements, and the setG′′ ⊂ G of all
other involutive automorphisms.

Proposition 17. For non-parabolic pencils two involutionsI, I
′ commute, if and

only if their product isI0. Further if the product of two involutions is an involution,
then this involution isI0. For parabolic pencilsI ◦ I

′ is never commutative.

For the first claim notice thatI ′ ◦ I = I0 implies I
′ = I0 ◦ I = I ◦ I0. Last

because every element ofG commutes withI0. Last equation impliesI ◦ I
′ =

I
′ ◦ I. Inversely, if last equation is valid it is readily seen that the two involutions

have common fixed points one and fixE hence their composition isI ′ ◦ I = I0.
Next claim is a consequence of the previous, sinceI

′ ◦ I being involution implies
(I ′ ◦ I) ◦ (I ′ ◦ I) = 1 ⇒ I

′ ◦ I = I ◦ I
′. Last claim is a consequence of the

fact thatI ◦ I
′ andI

′ ◦ I are inverse to each other and non-involutive, according to
Proposition 13.

Proposition 18. The automorphism groupG of a pencil(c, e) is the union of two
cosetsG = G′ ∪ G′′. G′ consists of the non-involutive automorphisms (andI0

for non-parabolic pencils) and builds a subgroup ofG. G′′ consists of all involutive
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automorphisms of the pencil (which are different fromI0 for non-parabolic pencils)
and builds a coset ofG′ in G. Further it isG′′G′′ ⊂ G′ andG′G′′ ⊂ G′′.

In fact, given an involutiveI ∈ G′′ and a non-involutivef ∈ G′, we can, accord-
ing to Proposition 5, representf as a productf = I ◦ I

′ using involutionI and
another involutionI ′ completely determined byf . ThenI ◦ f = I

′ ∈ G′′. This
showsG′′G′ ⊂ G′′. The inclusionG′G′ ⊂ G′ provingG′ a subgroup ofG is seen
similarly. The other statements are equally trivial.

Regarding commutativity, we can easily see that the (co)set of involutions con-
tains non-commuting elements in general (I

′ ◦ I is the inverse ofI ◦ I
′), whereas

the subgroupG′ is always commutative. More precisely the following is true.

Proposition 19. The subgroupG′ ⊂ G of non-involutive automorphisms of the
bitangent pencil(c, e) is commutative.

A

B

C

D

MF G H

I
J K

L

e

cf

cg

c

Figure 13. Commutativity for type I

The proof can be given on the basis of Figure 13, illustrating the case of elliptic
pencils, the arguments though being valid also for the other types of pencils.In
this figure the two productsf ◦ g andg ◦ f of two non-involutive automorphisms
of the pencilf ∈ G′ andg ∈ G′ are represented using thetangential generation
of Proposition 6. ForA ∈ c point B = f(A) has lineAB tangent atI to a
conic cf of the pencil. AnalogouslyC = g(B) defines lineBC tangent atK to
a second coniccg of the pencil. LetD = g(A) and consequentlyAD be tangent
at pointJ to cg. It must be shown thatf(D) = C or equivalently that lineDC

is tangent at a pointL to cf . For this note first that lines{BD, IJ} intersect at
a pointM on e. This happens because of the harmonic ratios(A, B, G, I) = −1
and(A, D, F, J) = −1. Similarly linesAC, IK intersect at a pointM ′ of e. This
follows again by the harmonic ratios(B, A, I, G) = (B, C, K, H) = −1. Hence
M

′ = M and consequently linesAC, BD intersect atM , hence according to
Proposition 2,C = f(D).

For hyperbolic pencils the result is also a consequence of the representation of
these homographies through diagonal matrices, as in Proposition 8. For parabolic
pencils the proof follows also directly from Proposition 13.
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Note that for pencils(c, e) of type (II) for whichc ande intersect at two points
{A, B}, the involutionsIA, IB with axes respectivelyBE, AE, do not belong to
G but define through their compositionIA ◦ IB = I0. This is noticed in Proposi-
tion 5 which represents every automorphism as the product of two involutions. It
is though a case to be excluded in the following proposition, which results from
Proposition 5 and the previous discussion.

Proposition 20. If an automorphismf ∈ G of a pencil(c, e) is representable as a
product of two involutionsf = I2 ◦ I1, then with the exception ofI0 = IA ◦ IB in
the case of an hyperbolic pencil, in all other casesI1 andI2 are elements ofG.

Regarding the transitivity ofG(c, e) on the conics of the pencil, the following
result can be easily proved.

Proposition 21. (i) For elliptic pencils (c, e) each one of the cosetsG′
, G′′ acts

simply transitively on the points of the conicc.
(ii) For hyperbolic pencils(c, e) each one of the cosetsG′

, G′′ acts simply tran-
sitively onc − {A, B}, where{A, B} = c ∩ e. All elements ofG′′ interchange
(A, B), whereas all elements ofG′ fix them.
(iii) For parabolic pencils each one of the cosetsG′

, G′′ acts simply transitively on
c − {A} whereA = c ∩ e and all of them fix pointA.

6. Bitangent flow

Last proposition shows that every non-involutive conic homographyf of a conic
c is an element of a one-dimensional Lie group ([6, p.210], [13, p.82])G acting on
the projective plane . The invariant conicc is then a union of orbits of the action
of this group. GroupG is a subgroup of the Lie groupPGL(3, R) of all projectiv-
ities of the plane and contains a one-parameter group ([13, p.102]) of thisgroup,
which can be easily identified with the connected component of the subgroupG′

containing the identity. Through the one-parameter group one can define avector
field on the plane, the integral curves of which are contained in the conics of the
bitangent pencil associated to the non-involutive homography. Thus the bitangent
pencil represents the flow of a vector field on the projective plane ([6, p.139], [14,
p.292]). The fixed points correspond to the singularities of this vector field.

This point of view rises the problem of the determination of the simplest possible
data needed in order to define such a flow on the plane. The answer (Proposition
26) to this problem lies in a certain involution one related to the cosetG′′ of the in-
volutive automorphisms of the bitangent pencil. I start with non-parabolic pencils,
characterized by the existence of the particular involutionI0.

Proposition 22. For every non-parabolic pencil the correspondenceJ : Q 7→ F

between the centers of the involutionsI andI◦I0 defines an involutive homography
on line e. The fixed points ofJ coincide with the intersection points{A, B} =
c ∩ e.

In fact considering the pencilE∗ of lines throughE it is easy to see that the cor-
respondenceJ : F 7→ Q (see Figure 14) is projective and has period two. The
identification of the fixed points ofJ with {A, B} = c ∩ e is equally trivial.
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Proposition 23. The automorphism groupG(c, e) of a non-parabolic pencil is
uniquely determined by the triple

(e, E,J )

consisting of a linee a pointE /∈ e and an involutive homography on linee.

In fact J completely determines the involutive automorphismsIQ of the pencil,
since for each pointQ one pointF = J (Q) defines the axisFE of the involution
IQ. The involutive automorphisms in turn, through their compositions, determine
also the non involutive elements of the group.

e

c

E

Q FQ' F'

X

Y

Figure 14. Quadrilateral in case I

Remark.For elliptic pencils involutionJ induces on every member-conicc of
the pencil a correspondence of pointsX 7→ Y through its intersection with lines
(EF, EQ) (see Figure 14). This defines an automorphism of the pencil of order 4
and through it infinite many convex quadrangles, each of which completely deter-
mines the pencil. Inversely, by the results of this section it will follow that for each
convex quadrangle there is a well defined bitangent pencil having a member c cir-
cumscribed and a memberc

′ inscribed in the quadrangle. Conicc is characterized
by having its tangents at opposite vertices intersect on linee. Conicc

′ contacts the
sides of the quadrangle at their intersections with lines{EI, EJ} (see Figure 15).
Note that for cyclic quadrilaterals in the euclidean plane the correspondingconicc

does not coincide in general with their circumcircle. It is instead identical withthe
image of the circumcircle of the square under the unique projective map sending
the vertices of the square to those of the given quadrilateral (e is the image under
this map of the line at infinity).

Knowing the groupG of its automorphisms, one would expect a complete re-
construction of the whole pencil, through the orbitsGX of pointsX of the plane
under the action of this group. Before to proceed to the proof of this property I
modify slightly the point of view in order to encompass also parabolic pencils. For
this consider the mapI : e 7→ E

∗ induced in the pencilE∗ of lines emanating from
E, the pole of the invariant line of the pencil. This map associates to every point
Q ∈ e the axisEF of the involution centered atQ. Obviously for non-parabolic
pencilsI determinesJ and vice versa. The first map though can be defined also
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Figure 15. Circumcircle and circumconic

for parabolic pencils, since also in this case, for each pointQ ∈ e there is a unique
line FQ representing the axis of the unique involutive automorphism of the pencil
centered atQ. Following general fact is on the basis of the generation of the pencil
through orbits.

Proposition 24. Given a linee and a pointE consider a projective mapI : e 7→
E

∗ of the line onto the pencilE∗ of lines throughE. Lete′ denote the complement
in e of the sete′′ = {Q ∈ e : Q ∈ I(Q). For everyQ ∈ e

′ denote the involution
with centerQ and axisI(Q). Then for every pointX /∈ e of the plane the set
{IQ(X) : Q ∈ e

′} ∪ e
′′ is a conic.

e

E

X

Q

IQ(X)

P

A B

c

c'

Q'

Figure 16. Orbits of involutions

In fact, by the Chasles-Steiner construction method of conics ([3, p.73]), linesXQ

andI(Q) intersect at a pointP describing a conicc′, which passes throughX
andE. Every pointQ ∈ e

′′ i.e. satisfyingQ ∈ I(Q) coincides with a point of
the intersectionc′ ∩ e and vice versa. Thuse′′ has at most two points ({A, B} in
Figure 16).

The locus{IQ(X) : Q ∈ e} coincides then with the imagec of the conic
c
′, under the perspectivitypX with center atX, axis the linee and homology

coefficientk = 1/2.
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Proposition 25. The conics generated by the previous method belong to a bitan-
gent pencil with axise and centerE if and only if they are invariant by all involu-
tionsIQ for Q ∈ e

′. The points ine′′ are the fixed points of the pencil.

The necessity of the condition is a consequence of Proposition 21. To prove the
sufficiency assume thatc is invariant under all{IQ : Q ∈ e

′}. Then for every
Q ∈ e

′ line I(Q) is the polar ofQ with respect toc. Consequently linee is the
polar ofE with respect toc and, ifE /∈ e, the involutionI0 with axise and centerE
leaves invariantc. Since the center of each involution from the pair(IQ, I0) is on
the axis of the other the two involutions commute andIQ ◦ I0 defines an involution
with center at the intersectionQ′ = e ∩ I(Q) and axis the polar of this point with
respect toc, which, by the previous arguments, coincides withI(Q′). This implies
that the map induced in linee by J ′ : Q 7→ Q

′ = I(Q) ∩ e is an involution.
Consider now the pencil(c, e). It is trivial to show that its member-conics coincide
with the conics{IQ(X) : Q ∈ e} for X /∈ e andJ ′ is identical with the involution
J of the pencil. This completes the proof of the proposition for the caseE /∈ e.

The proof for the caseE ∈ e is analogous with minor modifications. In this case
the assumption of the invariance ofc underIQ implies that lineI(Q) is the polar
of Q with respect toc. From this follows thatc is tangent toe atE andI(E) = e.
Thuse

′′ contains the single elementE. Then it is again trivial to show that the
conics of the pencil(c, e) coincide with the conics{IQ(X) : Q ∈ e} for X /∈ e.

The arguments in the previous proof show that non-parabolic pencils arecom-
pletely determined by the involutionJ on line e, whereas parabolic pencils are
completely defined by a projective mapI : e → E

∗ with the propertyI(E) = e.
Following proposition formulates these facts.

Proposition 26. (i) Non-parabolic pencils correspond bijectively to triples(e, E,J )
consisting of a linee, a pointE /∈ e and an involutionJ : e → e. The fixed points
of the pencil coincide with the fixed points ofJ .
(ii) Parabolic pencils correspond bijectively to triples(e, E, I) consisting of a line
e, a pointE ∈ e and a projective mapI : e → E

∗ onto the pencilE∗ of lines
throughE, such thatI(E) = e.

7. The perspectivity group of a pencil

Perspectivities are homographies of the plane fixing a linee, called theaxisand
leaving invariant every line through a pointE, called thecenterof the perspec-
tivity. If E ∈ e then the perspectivity is called anelation, otherwise it is called
homology. Tightly related to the groupG of automorphisms of the pencil(c, e)
is the groupK of perspectivities, with centerE the center of the pencil and axis
the axise of the pencil. As will be seen, this group acts on the pencil(c, e) by
permuting its members. For non-parabolic pencils the perspectivities of this group
arehomologies, and for parabolic pencils the perspectivities areelations. The ba-
sic facts about perspectivities are summarized by the following three propositions
([12, p.72], [15, p.228], [7, p.247]).
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Proposition 27. Given a linee and three collinear pointsE, X, X
′, there is a

unique perspectivityf with axise and centerE andf(X) = X
′.

Proposition 28. For any perspectivityf with axise and centerE and two points
(X, Y ) with (X ′ = f(X), Y

′ = f(Y )), linesXY andX
′
Y

′ intersect one. For
homologies the cross ratio(X, X

′
, E, Xe) = κ, whereXe = XX

′∩e, is a constant
κ called homology coefficient. Involutive homographies are homologies withκ =
−1 and are called harmonic homologies.

Proposition 29. The set of homologies having in common the axise and the center
E builds a commutative groupK which is isomorphic to the multiplicative group
of real numbers.

That the compositionh = g◦f of two homologies with the previous characteristics
is a homology follows directly from their definition. The homology coefficients
multiply homomorphicallyκh = κgκf , this being a consequence of Proposition
27 and the well-known identity for cross ratios of five points(X, Y, Z, H) on a
line d ([2, p.174])

(X, Y, E, H)(Y, Z, E, H)(Z, X, E, H) = 1,

whereH = d ∩ e. This implies also the commutativity.

Whereas the previous isomorphism is canonical, the following one, easily proved
by using coordinates is not canonical. The usual way to realize it is to sende to in-
finity and have the elations conjugate to translations parallel to the direction deter-
mined byE ([4, vol.II, p.191]). The representation of the elation as a composition,
given below follows directly from the definitions.

Proposition 30. The set of all elations having in common the axise and the center
E builds a commutative groupK which is isomorphic to the additive group of real
numbers. Every elationf can be represented as a composition of two harmonic
homologiesf = IB ◦ IA, which share withf the axise and have their centers
{A, B} collinear withE. In this representation the centerA /∈ e can be arbitrary,
the other centerB being then determined byf and lying on lineAE.

Returning to the pencil(c, e), the groupG of its automorphisms and the corre-
sponding groupK of perspectivities, which are homologies in the non-parabolic
case and elations in the parabolic, combine in the way shown by the following
propositions.

Proposition 31. For every bitangent pencil(c, e) the elements ofK(c, e) commute
with those ofG(c, e).

The proposition is easily proved first for involutive automorphisms of the pencil,
characterized by having their centersQ on the perspectivity axise and their axis
q passing through the perspectivity centerE. Figure 17 suggests the proof of the
commutativity of such an involutionfQ with a homologyfE with center atE and
axis the linee. PointY = fE(X) satisfies the cross-ratio condition of the perspec-
tivity (X, Y, E, H) = κ, whereκ is the homology coefficient of the perspectivity.
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Figure 17. Homology commuting with involution

Then takingZ = fQ(Y ) and the intersectionW of line ZE with XQ it is readily
seen thatfQ(fE(X)) = fE(fQ(X)). Thus perspectivityfE commutes with all
involutive automorphisms of the pencil.

In the case of parabolic pencils, ifEF is the axis of the involutive automorphism
fQ, Q ∈ e of the pencil, according to Proposition 30, one can represent the elation
fE as a compositionIB ◦ IA of two involutions with centers lying onEF and
axis the invariant linee. Each of these involutions commutes then withfQ, hence
their composition will commute withfQ too. Since the involutive automorphisms
generate all automorphisms of the pencil it follows thatfE commutes with every
automorphism of the pencil.

Proposition 32. For non-hyperbolic pencils and every two member-conics(c, c′)
of the pencil there is a perspectivity with center atE and axis the linee, which maps
c to c

′. For hyperbolic pencils this is true ifc andc
′ belong to the same connected

component of the plane defined by lines(EA, EB), where{A, B} = c ∩ e are the
base points of the pencil andE the center of the pencil.

c

c'

c'' I
II

E B

A

P'

P

Figure 18. Perspectivity permuting member-conics

To prove the claim consider a line throughE intersecting two conics of the pencil
at pointsP ∈ c, P

′ ∈ c
′ (see Figure 18). By Proposition 27 there is a perspectivity

f mappingP to P
′. By the previous propositionf commutes with allg ∈ G which

can be used to mapP to any other (than the base points of the pencil) pointQ of
c and pointP ′ to Q

′ ∈ c
′ ∩ EQ. This implies thatf(c) = c

′. The restriction for
hyperbolic pencils is obviously necessary, since perspectivities leave invariant the
lines through their centerE.
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c'

c

B

A

E

Q

R
P

P'

Q'

S

R'

f

f*

c''

e

Figure 19. Conjugate member-conic

Proposition 33. Let f be a non-involutive automorphism of the pencil(c, e) and
c
′ be the member-conic determined by its tangential generation with respect to

c(proposition-6). Then, for non-hyperbolic pencils there is a perspectivity pf ∈ K
mappingc to c

′. This is true also for hyperbolic pencils providedf preserves the
components ofc cut out bye. Furtherpf is independent ofc.

In fact, givenf ∈ G, according toproposition-6, there is a conicc′ of the bitangent
pencil such that linesPP

′
, P

′ = f(P ) are tangent toc′. The exceptional case for
pencils of type (II) occurs whenf interchanges the two components cut out fromc

by the axise. In this case conicsc andc
′ are on different connected components of

the plane defined by lines{EA, EB}. This is due to the fact (ibid) that the contact
point Q of PP

′ with c
′ is the harmonic conjugate with respect to(P, P

′) of the
intersectionQ′ = PP

′ ∩ e. Figure 19 illustrates this case and shows that for such
automorphisms the resulting automorphismf

∗ = f ◦ I0 = I0 ◦ f , mappingP to
S = f

∗(P ) = I0(f(P )) = I0(P
′), defines through its corresponding tangential

generation a kind ofconjugateconicc
′′ to c

′ with respect toc.
To come back to the proof, first claim follows from the previous proposition.

Last claim means that if the pencil is represented through another member-conicd

by the pair(d, e), and the tangential generation off is determined by a conicd′,
then the correspondingp′f mappingd tod

′ is identical topf . The property is indeed
a trivial consequence of the commutativity between the members of the groupsG
andK. To see this consider a pointP ∈ c and its imageP ′ = f(P ) ∈ c. Consider
also the perspectivityg ∈ K sendingc to d and letQ = g(P ), Q′ = g(P ′). By
the commutativity off, g it is f(Q) = f(g(P )) = g(f(P )) = g(P ′) = Q

′. Thus
the envelopec′ of linesPP

′ maps viag to the enveloped′ of linesQQ
′. Hence
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if pf (c) = c
′ andp

′

f (d) = d
′ thend

′ = g(c′) = g(pf (c)) implying p
′

f (g(c)) =

g(pf (c)) and from thisp′f = g ◦ pf ◦ g
−1 = pf sinceg andpf commute.

Remark.Given a bitangent pencil(c, e) the correspondence ofpf to f considered
above is univalent only for parabolic pencils. Otherwise it is bivalent, since bothpf

andpf ◦I0 = I0◦pf do the same job. Even in the univalent case the correspondence
is not a homomorphism, since it is trivially seen thatf andg = f

−1 havepf =
pg. This situation is reflected also in simple configurations as, for example, in the
case of the bitangent pencil(c, e) of concentric circles with common centerE, the
invariant linee being the line at infinity.

α

X X'

E cc'

Figure 20. A case ofG′

∋ f 7→ pf ∈ K

In this case the rotationRα by angleα ∈ (0, π) at E (see Figure 20), which is an
element of the correspondingG′, maps to the elementHcos(α

2
) of K, which is the

homothety with centerE and ratiocos(α
2
).

8. Conic affinities

By identifying the invariant linee of a bitangent pencil(c, e) with the line at
infinity all the results of the previous sections translate to properties of affine maps
preserving affine conics ([2, p.184], [4, vol.II, p.146]). The automorphism groupG
of the pencil(c, e) becomes the groupA of affinities preserving the conicc. Elliptic
pencils correspond toellipses, hyperbolic pencils correspond tohyperbolasand
parabolic pencils toparabolas. The centerE of the pencils becomes thecenterof
the conic, for ellipses and hyperbolas, called collectivelycentralconics. For these
kinds of conics involutionI0 becomes thesymmetryor half turnat the center of the
conic. Every involutionI other thatI0, becomes anaffine reflection([7, p.203])
with respect to the corresponding axis of the involution, which coincides witha
diameterd of the conic. The center of the affine reflectionI is a point at infinity
defining theconjugatedirection of linesXX

′ (X ′ = f(X)) of the reflection. This
direction coincides with the one of the conjugate diameter tod. For an affine
reflectionI with diameterd the reflectionI ◦ I0 is the reflection with respect to
theconjugatediameterd′ of the conic. Products of two affine reflexions are called
equiaffinities([7, p.208]) oraffine rotations. For central conics the groupK of
perspectivities becomes the group of homotheties centered atE.

For parabolas the center of the pencilE is the contact point of the curve with the
line at infinity. All affine reflections have in this case their axes passing throughE
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i.e. they are parallel to the direction defined by this point at infinity, which is also
the contact point of the conic withe. The groupK of elations in this case becomes
the group of translations parallel to the direction defined byE.

In order to stress the differences between the three kinds of affine conics I trans-
late the results of the previous paragraphs for each one separately.

By introducing an euclidean metric into the plane ([4, vol.I, p.200]) and taking
for c the unit circlec : x

2 + y
2 = 1, the group of affinities of an ellipse becomes

equal to the group of isometries of the circle. The subgroupG′ equals then the
group of rotations about the center of the circle and the cosetG′′ equals the coset
of reflections on diameters of the circle.I0 is the symmetry at the center of the
circle and the mapI 7→ I ◦ I0 sends the reflection on a diameterd to the reflection
on the orthogonal diameterd′ of the circle. An affine rotation is identified with
an euclidean rotation and in particular a periodic affinity is identified with a peri-
odic rotation. This and similar simple arguments lead to the following well-known
results.

Proposition 34. (1) The groupG of affinities preserving the ellipsec is isomorphic
to the rotation group of the plane.
(2) For each pointP ∈ c there is a unique conic affinity (different from identity)
preservingc and fixingP . This is the affine reflectionIP on the diameter through
P .
(3) For everyn > 2 there is a unique cyclic group ofn elements{f, f

2
, ..., f

n =
1} ⊂ G′ with f periodic of periodn.
(4) For every affine rotationf of an ellipsec the corresponding axise is the line at
infinity and the centerE is the center of the conic.
(5) The pencil(c, e) consists of the conics which are homothetic toc with respect
to its center.
(6) GroupK is identical with the group of homotheties with center at the center
of the ellipse. To each affine rotationf of the conic corresponds a real number
rf ∈ [0, 1] which is the homothety ratio of the elementpf ∈ K : c

′ = pf (c), where
c
′ realizes through its tangents the tangential generation off .

In the case of hyperbolas the groups differ slightly from the corresponding ones
for ellipses in the connectedness of the cosetsG′

, G′′ which now have two compo-
nents. The existence of two components has a clear geometric meaning. The com-
ponents result from the two disjoint parts into which is divided the axise through
its intersection pointsA, B with the conicc. InvolutionsIP which have their center
P in one of these parts have their axis non-intersecting the conic. These involutions
are characterized in the affine plane by diameters non-intersecting the hyperbola.
They represent affine reflections which have no fixed points on the hyperbola. The
other connected component of the coset of affine reflections is characterized by the
property of the corresponding diameters to intersect the hyperbola, thusdefining
two fixed points of the corresponding reflection.

GroupG′ is isomorphic to the multiplicative groupR∗ corresponding toGAB

of Proposition 8. This group is the disjoint union of the subgroupG′

0 of affine
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hyperbolicrotations that preserve the components of the hyperbola and its coset
G′

1 = I0G
′

0 of affinehyperbolic crossedrotations that interchange the two compo-
nents of the hyperbola ([7, p.206]). By identifyingc with the hyperbolaxy = 1 one
can describe the elements ofG′

0 through the affine maps{(x, y) 7→ (µx,
1

µ
y), µ >

0}. The other componentG′

1 is then identified with the set of maps{(x, y) 7→
(−µx,− 1

µ
y), µ > 0}. Following proposition summarizes the results.

Proposition 35. (1) The group of affinitiesG of a given affine hyperbolac consists
of affine reflections and affine rotations which are compositions of two reflections.
(2) The affine rotations build a commutative subgroupG′ ⊂ G and the affine reflec-
tions build the unique cosetG′′ ⊂ G of this group.G′ andG′′ are each homeomor-
phic to the pointed real lineR∗ and groupG′ is isomorphic to the multiplicative
groupR

∗.
(3) GroupG′ = G′

0 ∪ G′

1 has two components corresponding to rotations that pre-
serve the components of the hyperbola and the othersG′

1 = I0G
′

0, called crossed
rotations, that interchange the two components. There are no periodic affinities
preserving the hyperbola for a periodn > 2.
(4) The coset of affine reflections of the hyperbola is the unionG′′ = G′′

0 ∪ G′′

1 of
two components. ReflectionsI ∈ G′′

0 preserve hyperbola’s components and have
fixed points on them, whereas reflectionsI ∈ G′′

1 = I0G
′′

0 interchange the two com-
ponents and have no fixed points.
(5) For each pointP ∈ c there is a unique conic affinity (different from identity)
preservingc and fixingP . This is the affine reflectionIP on the diameter through
P .
(6) GroupK is identical with the group of homotheties with center at the center of
the hyperbola.
(7) For each non-involutive affinityf of an hyperbolac preserving the components
the tangential generation off defines another hyperbolac′ homothetic toc with
respect toE. If f permutes the components ofc thenf

∗ = f ◦ I0 defines through
tangential generationc′ homotheticc. The homotety ratios for the two cases are
correspondinglyrf > 1 andrf∗ ∈ (0, 1).

The case of affine parabolas demonstrates significant differences from ellipses
and hyperbolas. Since the affinities preserving a parabola fix its point atinfinity
E, their group is isomorphic to the groupGE discussed in Proposition 14. This
group contains the subgroupG0

E of so-calledparabolic rotations, which are prod-
ucts of twoparabolic reflections. These are the only affine reflections preserving
the parabola and their set is a coset ofG0

E in GE . The most important addition in the
case of parabolas are the isotropy groupsGEB fixing the point at infinityE of the
parabola and an additional pointB of it. Figure 21 illustrates an example of such
a groupGEB in which the parabola is described in an affine frame by the equation
y = x

2 and pointB is the origin of coordinates. In this example the groupGEB is
represented by affine transformations of the form

(x, y) 7→ (rx, r
2
y), r ∈ R

∗
.
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X(x,y)

X'(rx, r2y)X''(-rx, r2y)

B

P

P'
Q

Q'
O

cr

c-r

Figure 21. The groupGEB

The figure displays also two other parabolascr, c−r. These are the conics realizing
the tangential generations (Proposition 6) for the corresponding affinities (x, y) 7→
(rx, r

2
y) and(x, y) 7→ (−rx, r

2
y) for r > 0. Note that, in addition to the unique

affine reflection and the unique affine rotation sending a pointX to another point
X

′ and existing for affine conics of all kinds, there are for parabolas infinite more
affinities doing the same job. In fact, in this case, by Proposition 14, for every two
points(X, X

′) different fromB there is precisely one elementf ∈ GEB mapping
X to X

′. This affinity preserves the parabola, fixesB and is neither an affine
reflection nor an affine rotation.

Figure 22 shows the decomposition of the previous affinity into two involutions
fr = I ◦I

′ with centersQ1, Q2 lying on the axis (x = 0) of the parabola. These are
not affine since they do not preserve the line at infinity. They have though their axis
parallel to the tangentd atB and their intersections with the axisRi are symmetric
to Qi with respect toB. Thus, both of them map the line at infinity onto the
tangentd atB, so that their composition leaves the line at infinity invariant. Since
for another pointC ∈ c the corresponding groupGEC = Adf (GEB) is conjugate
to GEB by an affine rotationf ∈ G0

E the previous analysis transfers to the isotropy
atC.

B

P

f(P)

Q1

Q2

R1

R2

d

Figure 22.fr as product of involutions
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Another issue to be discussed when comparing the kinds of affine conics isthat
of area. Area in affine planes is defined up to a multiplicative constant ([4,vol.I,
p.59]). To measure areas one fixes an affine frame, thus fixing simultaneously the
orientationof the plane, and refers everything to this frame. Affinities preserving
the area build a subgroup of the group of affinities of the plane, to which belong
all affine rotations. Affine reflections reverse the sign of the area. Thus affine re-
flections and rotations, considered together build a group preserving theunsigned
area. The analysis in the previous sections shows that affinities preserving an affine
conic are automatically also unsigned-area-preserving in all cases with theexcep-
tion of some types of affinities of parabolas. These affinities are the elementsof the
subgroupsGEB with the exception of the identity and the parabolic reflectionIB

fixing B. Thus, while for all conics there are exactly two area preserving affinities
mapping a pointX to another pointX ′ (an affine rotation and an affine reflection),
for parabolas there is in addition a one-parameter infinity of area non-preserving
affinities mappingX to X

′.

Proposition 36. In the followinge denotes the line at infinity andE its unique
common point with the parabolac.
(1) The groupG of affinities preserving parabolac is the unionG = G0

E ∪B∈cGEB.
This group is also the semidirect product of its subgroupsG0

E andGEB, the first
containing all parabolic rotations and the second being the isotropy group at a
pointB ∈ c of G.
(2) G0

E is the group of affine rotations, which are products of two affine reflections
preserving the conic. This group is isomorphic to the additive group of real num-
bers. There are no periodic affinities preserving a parabola for a period n > 2.
(3) The setG′′ of all affine reflections preserving the parabola consists of affinities
having their axis parallel to the axis of the parabola, which is the direction deter-
mined by its point at infinityE. This is a coset of the previous subgroup ofG acting
simply transitively onc.
(4) The groupGEB is isomorphic to the multiplicative groupR∗ and its elements,
except the affine reflectionIB ∈ GEB, the axis of which passes throughB, though
they preservec, are neither affine reflections nor affine rotations and do not pre-
serve areas. This group acts simply transitively onc − {B}.
(5) For every pair of pointsB ∈ c, C ∈ c there is a unique affine rotationf ∈ G0

E

such thatf(B) = C. This element conjugates the corresponding isotropy groups:
Adf (GEB) = GEC .
(6) Every coset ofG0

E intersects each subgroupGEB ⊂ G in exactly one element.
(7) For each affine rotationf ∈ G0

E the tangential generation defines an element
pf ∈ K. Last group coincides with the group of translations parallel to the axis of
the parabola.
(8) For each elementf ∈ GEB the tangential generation defines a parabola which
is a member of the bitangent pencil(c, EB). This pencil consists of all parabolas
sharing withc the same axis and being tangent toc at B.
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Some Triangle Centers Associated with
the Tritangent Circles

Nikolaos Dergiades and Juan Carlos Salazar

Abstract. We investigate two interesting special cases of the classical Apollo-
nius problem, and then apply these to the tritangent circlesof a triangle to find
pair of perspective (or homothetic) triangles. Some new triangle centers are con-
structed.

1. An interesting construction

We begin with a simple construction of a special case of the classical Apollonius
problem. Given two circlesO(r), O

′(r′) and an external tangentL, to construct a
circleO1(r1) tangent to the circles and the line, with point of tangencyX between
A andA

′, those of(O), (O′) andL (see Figure 1). A simple calculation shows that
AX = 2

√
r1r andXA

′ = 2
√

r1r
′, so thatAX : XA

′ =
√

r :
√

r
′. The radius of

the circle is

r1 =
1

4

(

AA
′

√
r +

√
r
′

)2

.

O

O
′

A A
′X

O1

L

Figure 1

From this we design the following construction.

Construction 1. On the lineL, choose two pointsP andQ be points on opposite
sides ofA such thatPA = r and AQ = r

′. Construct the circle with diameter
PQ to intersect the lineOA at F such thatO andF are on opposite sides ofL.
The intersection ofO′

F with L is the pointX satisfyingAX : XA
′ =

√
r :

√
r
′.

Let M be the midpoint ofAX. The perpendiculars toOM at M , and toL at X

intersect at the centerO1 of the required circle(see Figure 2).

Publication Date: October 12, 2009. Communicating Editor:Paul Yiu.
Many thanks to the editor for many additions and especially for Construction 1.
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O

O
′

A A
′X

O1

L

P Q

F

M

Figure 2

For a construction in the case whenL is not necessarily tangent of(O) and(O′),
see [1, Problem 471].

2. An application to the excircles of a triangle

We apply the above construction to the excircles of a triangle ABC. We adopt
standard notations for a triangle, and work with homogeneous barycentric coordi-
nates. The points of tangency of the excircles with the sidelines are as follows.

BC CA AB

(Ia) Aa = (0 : s − b : s − c) Ba = (−(s − b) : 0 : s) Ca = (−(s − c) : s : 0)
(Ib) Ab = (0 : −(s − a) : s) Bb = (s − a : 0 : s − c) Cb = (s : −(s − c) : 0)
(Ic) Ac = (0 : s : −(s − a)) Bc = (s : 0 : −(s − c)) Cc = (s − a : s − b : 0)

Consider the circleO1(X) tangent to the excirclesIb(rb) andIc(rc), and to the
line BC at a pointX betweenAc andAb (see Figure 3).

Ab

Bb

Cb

Ac

Bc

Cc

A

B CX

O1

Figure 3
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Lemma 2. The pointX has coordinates

(0 : s

√
s − c − (s − a)

√
s − b : s

√
s − b − (s − a)

√
s − c).

Proof. If (O1) is the circle tangent to(Ib), (Ic), and toBC at X betweenAc and
Ab, thenAcX : XAb =

√
rc :

√
rb =

√
s − b :

√
s − c. Note thatAcAb = b + c,

so that

BX =AcX − AcB

=

√
s − b

√
s − b +

√
s − c

· (b + c) − (s − a)

=
s

√
s − b − (s − a)

√
s − c

√
s − b +

√
s − c

.

Similarly

XC =
s

√
s − c − (s − a)

√
s − b

√
s − b +

√
s − c

.

It follows that the pointX has coordinates given above. �

Similarly, there are circlesO2(Y ) andO3(Z) tangent toCA atY and toAB at
Z respectively, each also tangent to a pair of excircles. Their coordinates can be
written down from those ofX by cyclic permutations ofa, b, c.

3. The triangle bounded by the polars of the vertices with respect to the excir-
cles

Consider the triangle bounded by the polars of the vertices of ABC with respect
to the corresponding excircles. The polar ofA with respect to the excircle(Ia) is
the lineBaCa; similarly for the other two polars.

Lemma 3. The polars of the vertices ofABC with respect to the corresponding
excircles bound a triangle with vertices

U =(−a(b + c) : SC : SB),

V =(SC : −b(c + a) : SA),

W =(SB : SA : −c(a + b)).

Proof. The polar ofA with respect to the excircle(Ia) is the lineBaCa, whose
barycentric equation is

∣

∣

∣

∣

∣

∣

x y z

−(s − b) 0 s

−(s − c) s 0

∣

∣

∣

∣

∣

∣

= 0,

or
sx + (s − c)y + (s − b)z = 0.

Similarly, the polarsCbAb andAcBc have equations

(s − c)x + sy + (s − a)z =0,

(s − b)x + (s − a)y + sz =0.
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Aa

Ba

Ca

Ab

Bb

Cb

Ac

Bc

Cc

A

B C

Ia

Ib

Ic

U

V

W

H

Figure 4

These intersect at the point

U =(−a(2s − a) : ab − 2s(s − c) : ca − 2s(s − b))

=(−2a(b + c) : a
2 + b

2 − c
2 : c

2 + a
2 − b

2)

=(−a(b + c) : SC : SB).

The coordinates ofV andW can be obtained from these by cyclic permutations of
a, b, c. �

Corollary 4. TrianglesUV W andABC are
(a)perspective at the orthocenterH,
(b) orthologic with centersH andI respectively.

Proposition 5. The triangleUV W has circumcenterH and circumradius2R+ r.

Proof. SinceH, B, V are collinear,HV is perpendicular toCA. Similarly, HW

is perpendicular toAB. SinceV W makes equal angles withCA andAB, it makes
equal angles withHV andHW . This meansHV = HW . For the same reason,
HU = HV , andH is the circumcenter ofUV W .

Applying the law of sines to triangleAUBc, we have we have

AU = ABc ·
sin 180◦−C

2

sin C
2

= (s − b) cot
C

2
= ra.

The circumradius ofUV W is HU = HA + AU = 2R cos A + ra = 2R + r,
as a routine calculation shows. �
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Proposition 6. The triangleUV W and the intouch triangleDEF are homothetic
at the point

J =

(

b + c

b + c − a

:
c + a

c + a − b

:
a + b

a + b − c

)

. (1)

The ratio of homothety is−2R+r
r

.

Aa

Ba

Ca

Ab

Bb

Cb

Ac

Bc

Cc

I

D

E

F

A

B C

Ia

Ib

Ic

U

V

W

J

Figure 5

Proof. The homothety follows easily from the parallelism ofV W andEF , and of
WU , FD, andUV , DE. The homothetic center is the common pointJ of the
linesDU , EV , andFW (see Figure 5). These lines have equations

(b − c)(b + c − a)x + (b + c)(c + a − b)y − (b + c)(a + b − c)z =0,

−(c + a)(b + c − a)x + (c − a)(c + a − b)y + (c + a)(a + b − c)z =0,

(a + b)(b + c − a)x − (a + b)(c + a − b)y + (a − b)(a + b − c)z =0.

It follows that

(b + c − a)x : (c + a − b)y : (a + b − c)z

=

∣

∣

∣

∣

c − a c + a

−(a + b) a − b

∣

∣

∣

∣

:

∣

∣

∣

∣

c + a −(c + a)
a + b a − b

∣

∣

∣

∣

:

∣

∣

∣

∣

−(c + a) c − a

a + b −(a + b)

∣

∣

∣

∣

=2a(b + c) : 2a(c + a) : 2a(a + b)

=b + c : c + a : a + b.
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The coordinates of the homothetic centerJ are therefore as in (1) above.
Since the trianglesUV F andDEF have circumcirclesH(2R + r) andI(r),

the ratio of homothety is−2R+r
r

. The homothetic centerJ dividesIH in the ratio
IJ : JH = r : 2R + r. �

Remark.The triangle centerJ appears asX226 in Kimberling’s list [2].

4. Perspectivity of XY Z and UV W

Theorem 7. TrianglesXY Z and UV W are perspective at a point with coordi-
nates

(

SB

√

s − c
+

SC

√

s − b
−

a(b + c)
√

s − a
:

SC

√

s − a
+

SA

√

s − c
−

b(c + a)

√

s − b
:

SA

√

s − b
+

SB

√

s − a
−

c(a + b)
√

s − c

)

.

Proof. With the coordinates ofX andU from Lemmas 1 and 2, the lineXU has
equation

∣

∣

∣

∣

∣

∣

x y z

−a(b + c) SC SB

0 s

√
s − c − (s − a)

√
s − b s

√
s − b − (s − a)

√
s − c

∣

∣

∣

∣

∣

∣

= 0.

Since the coefficient ofx is

(s(SB + SC) − aSB)
√

s − b − (s(SB + SC) − aSC)
√

s − c

=a((as − SB)
√

s − b − (as − SC)
√

s − c)

=a(b + c)((s − c)
√

s − b − (s − b)
√

s − c).

From this, we easily simplify the above equation as

((s − c)
√

s − b − (s − b)
√

s − c)x

+(s
√

s − b − (s − a)
√

s − c)y + ((s − a)
√

s − b − s

√
s − c)z = 0.

With u =
√

s − a, v =
√

s − b, andw =
√

s − c, we rewrite this as

−vw(v−w)x+(v(u2 +v
2 +w

2)−u
2
w)y+(u2

v−w(u2 +v
2 +w

2))z = 0. (2)

Similarly the equations of the linesV Y , WZ are

(v2
w − u(u2 + v

2 + w
2))x − wu(w − u)y + (w(u2 + v

2 + w
2) − uv

2)z =0,
(3)

(u(u2 + v
2 + w

2) − vw
2)x + (w2

u − v(u2 + v
2 + w

2))y − uv(u − v)z =0.
(4)

It is clear that the sum of the coefficients ofx (respectivelyy andz) in (2), (3)
and (4) is zero. The system of equations therefore has a nontrivial solution. Solving
them, we obtain the coordinates of the common point of the linesXU , Y V , ZW

as
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Aa

Ba

Ca

Ab

Bb

Cb

Ac

Bc

Cc

A

B C

Ia

Ib

Ic

U

V

W

P

X

Z

Y

Figure 6

x : y : z

=uv(v2(u2 + v
2 + w

2) − w
2
u

2) + wu(w2(u2 + v
2 + w

2) − u
2
v
2)

− vw(v2 + w
2)(2u2 + v

2 + w
2)

:vw(w2(u2 + v
2 + w

2) − u
2
v
2) + uv(u2((u2 + v

2 + w
2) − v

2
w

2)

− wu(w2 + u
2)(u2 + 2v2 + w

2)

:wu(u2(u2 + v
2 + w

2) − v
2
w

2) + vw(v2((u2 + v
2 + w

2) − w
2
u

2)

− uv(u2 + v
2)(u2 + v

2 + 2w2)

=
(s − b)s − (s − c)(s − a)

w

+
(s − c)s − (s − a)(s − b)

v

−
a(b + c)

u

:
(s − c)s − (s − a)(s − b)

u

+
(s − a)s − (s − b)(s − c)

w

−
b(c + a)

v

:
(s − a)s − (s − b)(s − c)

v

+
(s − b)s − (s − c)(s − a)

u

−
c(a + b)

w

=
SB

w

+
SC

v

−
a(b + c)

u

:
SC

u

+
SA

w

−
b(c + a)

v

:
SA

v

+
SB

u

−
c(a + b)

w

.

�

The triangle center constructed in Theorem 3 above does not appear in [2].
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5. Another construction

Given three circlesOi(ri), i = 1, 2, 3, on one side of a lineL, tangent to the
line, we construct a circleO(r), tangent to each of these three circles externally.

Fori = 1, 2, 3, let the circleOi(ri) touchL atSi andO(r) atTi. If the lineS1T1

meets the circle(O) again atT , then the tangent to(O) at T is a lineL′ parallel
to L. Hence,T , T2, S2 are collinear; so areT , T3, S3. Since the lineT2T3 is
antiparallel toL′ with respect to the linesTT2 andTT3, it is also antiparallel toL
with respect to the linesTS2 andTS3, and the pointsT2, T3, S3, S2 are concyclic.
FromTT2 ·TS2 = TT3 ·TS3, we conclude that the pointT lies on the radical axis
of the circlesO2(r2) andO3(r3), which is the perpendicular from the midpoint of
S2S3 to the lineO2O3. For the same reason, it also lies on the radical axis of the
circlesO3(r3) andO1(r1), which is the perpendicular from the midpoint ofS1S3

to the lineO1O3. HenceT is the radical center of the three given circlesOi(ri),
i = 1, 2, 3, and the circleT1T2T3 is the image of the lineL under the inversion
with centerT and powerTT1 · TS1. From this, the required circle(O) can be
constructed as follows.

S1S2 S3

T1

T2

T3

T

O1

O2

O3

O

L

L′

Figure 7

Construction 8. Construct the perpendicular from the midpoint ofS1S2 to O1O2,
and from the midpoint ofS1S3 to O1O3. Let T be the intersection of these two
perpendiculars. Fori = 1, 2, 3, let Ti be the intersection of the lineTSi with the
circle (Oi). The required circle(O) is the one throughT1, T2, T3 (see Figure 7).

6. Circles tangent to the incircle and two excircles

We apply Construction 2 to obtain the circle tangent to the incircle (I) and the
excircles(Ib) and(Ic). Let the incircle(I) touch the sidesBC, CA, AB atD, E,
F respectively.

Proposition 9. The radical center of(I), (Ib), (Ic) is the point

Ja = (b + c : c − a : b − a).

This is also the midpoint of the segmentDU .
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Proof. The radical axis of(I) and (Ib) is the line joining the midpoints of the
segmentsDAb andFCb. These midpoints have coordinates(0 : a− c : a + c) and
(c + a : c − a : 0). This line has equation

−(c − a)x + (c + a)y + (c − a)z = 0.

Similarly, the radical axis of(I) and(Ic) is the line

(a − b)x − (a − b)y + (a + b)z = 0.

The radical centerJa of the three circles is the intersection of these two radical
axes. Its coordinates are as given above.

By Construction 2,Ja is the intersection of the lines through the midpoints of
AbD andAcD perpendicular toIIb andIIc respectively. As such, it is the midpoint
of DU . �

I

D Ab

Bb

Cb

Ac

Bc

Cc

A

B C

Ib

Ic

Ja

A1

A
′

b

A
′

c
Oa

U

Figure 8.

The linesJaD, JaAb andJaAc intersect the circles(I), (Ib) and(Ic) respec-
tively again at

A1 =((b + c)2(s − b)(s − c) : c
2(s − a)(s − c) : b

2(s − a)(s − b)),

A
′

b =((b + c)2s(s − c) : −(ab − c(s − a))2 : b
2
s(s − a)),

A
′

c =((b + c)2s(s − b) : c
2
s(s − a) : −(ca − b(s − a))2).

The circle through these points is the one tangent to(I), (Ib), and(Ic) (see Figure

8). It has radius a
b+c

· (s−a)2+r2
a

4ra
.

In the same way, we have a circle(Ob) tangent to(I), (Ic), (Ia) respectively at
B1, B

′

c, B
′

a, and passing through the radical centerJb of these three circles, and
another circle(Oc) tangent to(I), (Ia), (Ib) respectively atC1, C

′

a, C
′

b, passing
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through the radical centerJc of the circles.Jb andJc are respectively the midpoints
of the segmentsEV andFW . The coordinates ofJb, Jc, B1, C1 are as follows.

Jb =(c − b : c + a : a − b),

Jc =(b − c : a − c : a + b);

B1 =(a2(s − b)(s − c) : (c + a)2(s − c)(s − a) : c
2(s − a)(s − b)),

C1 =(a2(s − b)(s − c) : b
2(s − c)(s − a) : (a + b)2(s − a)(s − b)).

Aa

Ba

Ca

I

D

E

F

Ab

Bb

Cb

Ac

Bc

Cc

A

B

C

Ia

Ib

Ic

Ja

A1

Oa

Ob

Jb

Oc Jc

J

Figure 9.

Proposition 10. The triangleJaJbJc is the image of the intouch triangle under the
homothetyh(J,−R

r
).

Proof. SinceUV W andDEF are homothetic atJ , andJa, Jb, Jc are the mid-
points ofDU , EV , FW respectively, it is clear thatJaJbJc andDEF are also
homothetic at the sameJ . Note thatJbJc = 1

2
(V W − EF ). The circumradius of

JaJbJc is 1

2
((2R + r) − r) = R. The ratio of homothety ofJaJbJc andDEF is

−R
r

. �
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Corollary 11. J is the radical center of the circles(Oa), (Ob), (Oc).

Proof. Note thatJJa · JA1 = R
r
·DJ · JA1. This is R

r
times the power ofJ with

respect to the incircle. The same is true forJJb · JB1 andJJc · JC1. This shows
thatJ is the radical center of the circles(Oa), (Ob), (Oc). �

Since the incircle(I) is the inner Apollonius circle and the circumcircle(Oi),
i = 1, 2, 3, it follows thatJaJbJc is the outer Apollonius circle to the same three
circles (see Figure 10). The centerO

′ of the circleJaJbJc is the midpoint between
the circumcenters ofDEF and UV W , namely, the midpoint ofIH. It is the
triangle centerX946 in [2].

Aa

Ba

Ca

I

Ab

Bb

Cb

Ac

Bc

Cc

A

B C

Ia

Ib

Ic

Ja

A1

Oa

B1

Jb

C1

Jc

QO
′

H

Figure 10.

Proposition 12. A1B1C1 is perspective withABC at the point

Q =

(

1

a
2(s − a)

:
1

b
2(s − b)

:
1

c
2(s − c)

)

,

which is the isotomic conjugate of the insimilicenter of thecircumcircle and the
incircle.
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This is clear from the coordinates ofA1, B1, C1. The perspectorQ is the iso-
tomic conjugate of the insimilicenter of the circumcircle and the incircle. It is not
in the current listing in [2].
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Ten Concurrent Euler Lines

Nikolai Ivanov Beluhov

Dedicated to Svetlozar Doichev

Abstract. Let F1 andF2 denote the Fermat-Toricelli points of a given triangle
ABC. We prove that the Euler lines of the10 triangles with vertices chosen
from A, B, C, F1, F2 (three at a time) are concurrent at the centroid of triangle
ABC.

Given a (positively oriented) triangleABC, construct externally on its sides
three equilateral trianglesBCTa, CATb, andABTc with centersNa, Nb andNc

respectively (see Figure 1). As is well known, triangleNaNbNc is equilateral. We
call this the first Napoleon triangle ofABC.

M

C

A B

F1

Tb

Tc

Ta

Nb

Nc

Na

N
′

b

N
′

c

N
′

a

F2

T
′

b

T
′

c

T
′

a

Figure 1.

The same construction performed internally gives equilateral trianglesBCT
′

a,
CAT

′

b andABT
′

c with centersN ′

a, N
′

b, andN
′

c respectively, leading to the second
Napoleon triangleN ′

aN
′

bN
′

c. The centers of both Napoleon triangles coincide with
the centroidM of triangleABC.
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The linesATa, BTb andCTc make equal pairwise angles, and meet together
with the circumcircles of trianglesBCTa, CATb, andABTc at the first Fermat-
Toricelli point F1. Denoting by∠XY Z the oriented angle∠(Y X, Y Z), we have
∠AF1B = ∠BF1C = ∠CF1A = 120◦. Analogously, the second Fermat-
Toricelli point satisfies∠AF2B = ∠BF2C = ∠CF2A = 60◦.

Clearly, the sides of the Napoleon triangles are the perpendicular bisectors of
the segments joining their respective Fermat-Toricelli points with the vertices of
triangleABC (as these segments are the common chords of the circumcircles of
the the equilateral trianglesABTc, BCTa, etc).

We prove the following interesting theorem.

Theorem The Euler lines of the ten triangles with vertices from the set {A, B, C,

F1, F2} are concurrent at the centroid M of triangle ABC.

Proof. We divide the ten triangles in three types:
(I): TriangleABC by itself, for which the claim is trivial.
(II): The six triangles each with two vertices from the set{A,B,C} and the re-
maining vertex one of the pointsF1, F2.
(III) The three triangles each with verticesF1, F2, and one from{A,B,C}.

For type (II), it is enough to consider triangleABF1. LetMc be its centroid and
MC be the midpoint of the segmentAB. Notice also thatNc is the circumcenter
of triangleABF1 (see Figure 2).

M

C

A B

Tc

Nc

MC

F1

Mc

Figure 2.

Now, the pointsC,F1 andTc are collinear, and the pointsM , Mc andNc divide
the segmentsMCC,MCF1 andMCTc in the same ratio1 : 2. Therefore, they are
collinear, and the Euler line of triangleABF containsM .
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For type (III), it is enough to consider triangleCF1F2. Let Mc andOc be its
centroid and circumcenter. Let alsoMC and MF be the midpoints ofAB and
F1F2. Notice thatOc is the intersection ofNaNb and N

′

aN
′

b as perpendicular
bisectors ofF1C andF2C. Let alsoP be the intersection ofNbNc andN

′

cN
′

a, and
F

′ be the reflection ofF1 in MC (see Figure 3).

M

C

A B

F1

Nb

Nc

Na

N
′

b

N
′

c

N
′

a

MC

F2

Mc

Oc

MF

P

F
′

Figure 3.

The rotation of centerM and angle120◦ maps the linesNaNb andN
′

aN
′

b into
NbNc andN

′

cN
′

a respectively. Therefore, it mapsOc to P , and∠OcMP = 120◦.
Since∠OcN

′

aP = 120◦, the four pointsOc, M , N
′

a, P are concyclic. The circle
containing them also containsNb since∠PNbOc = 60◦. Therefore,∠OcMNb =
∠OcN

′

aNb.
The same rotation maps angleOcN

′

aNb onto anglePN
′

cNc, yielding∠OcN
′

aNb =
∠PN

′

cNc. SincePN
′

c ⊥ BF2 andNcN
′

c ⊥ BA, ∠PN
′

cNc = ∠F2BA.
Since∠BF

′
A = ∠AF1B = 120◦ = 180◦−∠AF2B, the quadrilateralAF2BF

′

is also cyclic and∠F2BA = ∠F2F
′
A. Thus,∠F2F

′
A = ∠OcMNb.

Now, AF
′‖F1B ⊥ NaNc andNbM ⊥ NaNc yield AF

′‖NbM . This, together
with ∠F2F

′
A = ∠OcMNb, yieldsF

′
F2‖MOc.

Notice now that the pointsMc andM divide the segmentsCMF andCMC in
ratio 1 : 2, thereforeMcM‖MCMF . The same argument, applied to the segments
F1F2 andF1F

′ with ratio 1 : 1, yieldsMCMF ‖F
′
F2.

In conclusion, we obtainMcM‖F ′
F2‖MOc. The collinearity of the points

Mc,M andOc follows. �
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On the Possibility of Trigonometric Proofs of the
Pythagorean Theorem

Jason Zimba

Abstract. The identitycos
2
x+sin

2
x = 1 can be derived independently of the

Pythagorean theorem, despite common beliefs to the contrary.

1. Introduction

In a remarkable 1940 treatise entitledThe Pythagorean Proposition, Elisha Scott
Loomis (1852–1940) presented literally hundreds of distinct proofs of the Pythagorean
theorem. Loomis provided both “algebraic proofs” that make use of similar trian-
gles, as well as “geometric proofs” that make use of area reasoning. Notably,
none of the proofs in Loomis’s book were of a style one would be tempted to call
“trigonometric”. Indeed, toward the end of his book ([1, p.244]) Loomis asserted
that all such proofs are circular:

There are no trigonometric proofs [of the Pythagorean theorem],
because all of the fundamental formulae of trigonometry are them-
selves based upon the truth of the Pythagorean theorem; because
of this theorem we saysin2

A + cos2 A = 1 etc.

Along the same lines but more recently, in the discussion page behind Wikipedia’s
Pythagorean theorem entry, one may read that a purported proof was once deleted
from the entry because it “...depend[ed] on the veracity of the identitysin2

x +
cos2 x = 1, which is the Pythagorean theorem . . . ” ([5]).

Another highly ranked Internet resource for the Pythagorean theorem is Cut-
The-Knot.org, which lists dozens of interesting proofs ([2]). The site has a page
devoted to fallacious proofs of the Pythagorean theorem. On this page it is again as-
serted that the identitycos2 x+sin2

x = 1 cannot be used to prove the Pythagorean
theorem, because the identity “is based on the Pythagorean theorem, to startwith”
([3]).

All of these quotations seem to reflect an implicit belief that the relationcos2 x+
sin2

x = 1 cannot be derived independently of the Pythagorean theorem. For
the record, this belief is false. We show in this article how to derive this identity
independently of the Pythagorean theorem.

Publication Date: Month, 2009. Communicating Editor: Paul Yiu.
The author would like to thank an anonymous referee for a number of suggestions, both general

and specific, which greatly improved the manuscript during the editorial process.
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2. Sine and cosine of acute angles

We begin by defining the sine and cosine functions for positive acute angles,
independently of the Pythagorean theorem, as ratios of sides of similar righttrian-
gles. Givenα ∈

(

0,
π
2

)

, letRα be the set of all right triangles containing an angle
of measureα, and letT be one such triangle. Because the angle measures inT

add up toπ (see Euclid’sElements, I.32),1
T must have angle measuresπ

2
, π

2
− α

andα. The side opposite to the right angle is the longest side (seeElements I.19),
called the hypotenuse of the right triangle; we denote its length byHT.

First consider the caseα 6= π
4
. The three angle measures ofT are distinct, so

that the three side lengths are also distinct (seeElements, I.19). LetAT denote the
length of the side ofT adjacent to the angle of measureα, andOT the length of
the opposite side. IfT andS are any two triangles inRα, then becauseT andS

have angles of equal measures, corresponding side ratios inS andT are equal:

AT

HT

=
AS

HS

and
OT

HT

=
OS

HS

(seeElements, VI.4). Therefore, forα 6= π
4

in the range
(

0,
π
2

)

, we may define

cos α :=
A

H

and sinα :=
O

H

,

where the ratios may be computed using any triangle inRα. 2

We next consider the caseα = π
4
. Any right triangle containing an angle of

measureπ
4

must in fact have two angles of measureπ
4

(seeElements, I.32), so its
three angles have measuresπ

2
, π

4
and π

4
. Such a triangle is isosceles (seeElements,

I.6), and therefore has only two distinct side lengths,H andL, whereH > L is the
length of the side opposite to the right angle andL is the common length shared by
the two other sides (seeElements, I.19). Because any two right triangles containing
angleα = π

4
have the same three angle measures, any two such triangles are similar

and have the same ratioL
H

(seeElements, VI.4). Now therefore define

cos
π

4
:=

L

H

and sin
π

4
:=

L

H

,

where again the ratios may be computed using any triangle inRπ/4.
The ratiosA

H
, O

H
, and L

H
are all strictly positive, for the simple reason that a

triangle always has sides of positive length (at least in the simple conceptionof a
triangle that operates here). These ratios are also all strictly less than unity, because
H is the longest side (Elements, I.19 again). Altogether then, we have defined the

1The Pythagorean theorem is proved in Book I of theElements as Proposition I.47, and the
theorem is proved again in Book VI using similarity arguments as PropositionVI.31. References to
the Elements should not be taken to mean that we are adopting a classical perspective on geometry.
The references are only meant to reassure the reader that the annotated claims do not rely on the
Pythagorean theorem (by showing that they precede the Pythagorean theorem in Euclid’s exposition).

2We shall henceforth assume that for anyα ∈
(

0,
π

2

)

, there exists a right triangle containing an
angle of measureα. The reader wishing to adopt a more cautious or classical viewpoint mayreplace
the real interval

(

0,
π

2

)

everywhere throughout the paper by the set〈0,
π

2
〉 defined as the set of all

α ∈
(

0,
π

2

)

for which there exists a right triangle containing an angle of measureα.
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functionscos :
(

0,
π
2

)

→ (0, 1) andsin :
(

0,
π
2

)

→ (0, 1) independently of the
Pythagorean theorem.

Because sine and cosine as defined above are independent of the Pythagorean
theorem, any proof of the Pythagorean theorem may validly employ these func-
tions. Indeed, Elements VI.8 very quickly leads to the Pythagorean theoremwith
the benefit of trigonometric notation.3 However, our precise concern in this paper
is to derive trigonometric identities, and to this we now turn.

3. Subtraction formulas

The sine and cosine functions defined above obey the following subtraction for-
mulas, valid for allα, β ∈

(

0,
π
2

)

with α − β also in
(

0,
π
2

)

:

cos(α − β) = cos α cos β + sinα sinβ, (1)

sin(α − β) = sinα cos β − cos α sinβ. (2)

sin α cos β

cos(α − β)

1

sin(α − β)

sin α sin β

sin β

cos α cos β

cos β

cos α sin β

α
β

α

α

O

A

B

D

V

X

Y

G

F

Figure 1.

The derivation of these formulas, as illustrated in Figure 1, is a textbook exer-
cise. It is independent of the Pythagorean theorem, for although there are three hy-
potenusesOA, OB, andAB, their lengths are not calculated from the Pythagorean
theorem, but rather from the sine and cosine we have just defined. Thus, assigning
OB = 1, we haveOA = cosβ andAB = sinβ. The lengths of the horizontal and
vertical segments are easily determined as indicated in Figure 1.

3See proof #6 in [2], specifically the observation attributed to R. M. Mentock.
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4. The Pythagorean theorem from the subtraction formula

It is tempting to try to derive the identitycos2 x+sin2
x = 1 by settingα = β =

x andcos 0 = 1 in (1). 4 This would not be valid, however, because the domain of
the cosine function does not include zero. But there is a way around this problem.
Given anyx ∈

(

0,
π
2

)

, let y be any number with0 < y < x <
π
2
. Thenx, y, and

x − y are all in
(

0,
π
2

)

. Therefore, applying (1) repeatedly, we have

cos y = cos(x − (x − y))

= cos x cos(x − y) + sinx sin(x − y)

= cos x(cos x cos y + sinx sin y) + sinx(sin x cos y − cos x sin y)

= (cos2 x + sin2
x) cos y.

From this,cos2 x + sin2
x = 1.

5. Proving the Pythagorean theorem as a corollary

Because the foregoing proof is independent of the Pythagorean theorem, we may
deduce the Pythagorean theorem as a corollary without risk ofpetitio principii. The
identitycos2 x+sin2

x = 1 applied to a right triangle with legsa, b and hypotenuse
c gives

(

a
c

)2
+

(

b
c

)2
= 1, or a

2 + b
2 = c

2.
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On the Construction of a Triangle from
the Feet of Its Angle Bisectors

Alexey V. Ustinov

Abstract. We give simple examples of triangles not constructible by ruler and
compass from the feet of its angle bisectors when the latter form a triangle with
an angle of60◦ or 120

◦.

Given a triangleABC with sidesa, b, c, we want to construct a triangleA′
B

′
C

′

such that that segmentsAA
′, BB

′ and CC
′ are its angle bisectors, internal or

external. Restricted to internal bisectors, this is Problem 138 of Wernick’s list [3]
(see also [2]). Yiu [4] has given a conic solution of the problem. Implicit in this
is the impossibility of a ruler-and-compass construction in general, though in the
case of a right angled triangle, this is indeed possible ([4,§7]). The purpose of
this note is to give simple examples ofA

′
B

′
C

′ not constructible fromABC by
ruler-and-compass when the latter contains a60◦ or 120◦ angle.

Following [4] we denote by(x : y : z) the barycentric coordinates of the incen-
ter of triangleA

′
B

′
C

′ with respect to triangleABC, whenA, B, C are the feet of
the internal angle bisectors, or an excenter when one ofA, B, C is the foot of an
internal bisector and the remaining two external. The vertices of triangleA′

B
′
C

′

have coordinates(−x, y, z), (x,−y, z), (x, y,−z). These coordinates satisfy the
following equations (see [4,§3]):

−x(c2
y

2 − b
2
z
2) + yz((c2 + a

2 − b
2)y − (a2 + b

2 − c
2)z) = 0,

−y(a2
z
2 − c

2
x

2) + xz((a2 + b
2 − c

2)z − (b2 + c
2 − a

2)x) = 0, (1)

−z(b2
x

2 − a
2
y

2) + xy((b2 + c
2 − a

2)x − (c2 + a
2 − b

2)y) = 0.

These three equations being dependent, it is enough to consider the last two.
Elimination ofz from these leads to a quartic equation inx andy. This fact already
suggests the impossibility of a ruler-and-compass construction. However, this can
be made precise if we putc2 = a

2 − ab + b
2. In this case, angleC is 60◦ and we

obtain, by writingbx = t · ay, the following cubic equation int:

Publication Date: November 2, 2009. Communicating Editor:Paul Yiu.
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3(a − b)bt3 − (a2 − 4ab + b
2)t2 + (a2 − 4ab + b

2)t + 3a(a − b) = 0.

With a = 8, b = 7 (so thatc =
√

57 and angleC is 60◦), this reduces to

7t3 + 37t2 − 37t + 8 = 0,

which is easily seen not to have rational roots. The roots of the cubic equation
are not constructible by ruler and compass (see [1, Chapter 3]). Explicit solutions
can be realized by takingA = (7, 0), B = (4, 4

√
3), C = (0, 0), with resulting

A
′
B

′
C

′ and the corresponding incenter (or excenter) exhibited in the table below.

t 0.5492 · · · 0.3370 · · · −6.1721 · · ·
A

′ (−0.3891, 6.8375) (1.3112, 6.9711) (5.8348, 0.7573)
B

′ (1.4670,−25.7766) (5.5301, 29.3999) (7.6694, 0.9954)
C

′ (8.5071, 7.0213) (6.6557, 6.8857) (6.3481,−0.9692)
I (3.6999, 3.0537) (3.7956, 3.9267) (3.7956, 3.9267)

incenter B
′ − excenter A

′ − excenter

On the other hand, ifc2 = a
2 + ab + b

2, the eliminant ofz from (1) is also a
cubic (inx andy) which, with the substitutionbx = t · ay, reduces to

3(a + b)bt3 − (a2 + 4ab + b
2)t2 − (a2 − 4ab + b

2)t + 3a(a + b) = 0.

With a = 2, b = 1 (so thatc =
√

7 and angleC is 120◦), this reduces to

9t3 − 13t2 − 13t + 18 = 0,

with three irrational roots. Explicit solutions can be realized by takingA = (1, 0),
B = (−1,

√
3), C = (0, 0), with resultingA

′
B

′
C

′ and the corresponding excenter
exhibited in the table below.

t 1.0943 · · · 1.5382 · · · −1.1881 · · ·
A

′ (0.6876,−0.3735) (5.2374,−2.2253) (0.0436, 0.0549)
B

′ (−1.4112, 0.7665) (1.2080,−0.5132) (−0.0555,−0.0699)
C

′ (0.1791, 0.2609) (0.7473, 0.6234) (0.1143,−0.0586)
I (0.1791, 0.2609) (0.3863, 0.3222) (−0.1261, 0.0646)

C
′ − excenter A

′ − excenter C
′ − excenter
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Pythagorean Triangles with Square of Perimeter Equal to
an Integer Multiple of Area

John F. Goehl, Jr.

Abstract. We determine all primitive Pythagorean triangles with square on perime-
ter equal to an integer multiple of its area.

Complete solutions can be found for several special cases ofthe problem of
solvingP

2 = nA, whereP is the perimeter andA is the area of an integer-sided
triangle, andn is an integer. The general problem is considered in a recent paper
[1]. We consider the case of right triangles. Let the sides bea, b, andc, wherec is
the hypotenuse. We require

n =
2(a + b + c)2

ab

.

By the homogeneity of the problem, it is enough to consider primitive Pythagorean
triangles. It is well known that there are positive integersp andq, relatively prime
and of different parity, such that

a = p
2 − q

2
, b = 2pq, c = p

2 + q
2
.

With these,n = 4p(p+q)

q(p−q)
= 4t(t+1)

t−1
, wheret = p

q
. Rewriting this as

4t2 − (n − 4)t + n = 0,

we obtain

t =
(n − 4) ± d

8
,

where

d
2 = (n − 4)2 − 16n = (n − 12)2 − 128. (1)

Sincet is rational,d must be an integer (which we may assume positive). Equation
(1) may be rewritten as

(n − 12 − d)(n − 12 + d) = 128 = 27
.
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From this,

n − 12 − d = 2k
,

n − 12 + d = 27−k
,

for k = 1, 2, 3. We have

t =
n − 4 + d

8
= 24−k + 1 or t =

n − 4 − d

8
=

2k + 8

8
.

Sincep andq are relatively prime integers of different parity, we exclude the cases
whent is an odd integer. Thus, the primitive Pythagorean triangles solvingP

2 =
nA are precisely those shown in the table below.

k t (p, q) (a, b, c) n A P

1 5

4
(5, 4) (9, 40, 41) 45 180 90

2 3

2
(3, 2) (5, 12, 13) 30 30 30

3 2 (2, 1) (3, 4, 5) 24 6 12

Among these three solutions, only in the case of(3, 4, 5) can the square on the
perimeter be tessellated byn copies of the triangle.
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Trilinear Polars and Antiparallels

Shao-Cheng Liu

Abstract. We study the triangle bounded by the antiparallels to the sidelines of a
given triangleABC through the intercepts of the trilinear polar of a pointP other
than the centroidG. We show that this triangle is perspective with the reference
triangle, and also study the condition of concurrency of theantiparallels. Finally,
we also study the configuration of inducedGP -lines and obtain an interesting
conjugation of finite points other thanG.

1. Perspector of a triangle bounded by antiparallels

We use the barycentric coordinates with respect to triangleABC throughout.
Let P = (u : v : w) be a finite point in the plane ofABC, distinct from its
centroidG. The trilinear polar ofP is the line

L :
x

u

+
y

v

+
z

w

= 0,

which intersects the sidelinesBC, CA, AB respectively at

Pa = (0 : v : −w), Pb = (−u : 0 : w), Pc = (u : −v : 0).

The lines throughPa, Pb, Pc antiparallel to the respective sidelines ofABC are

La : (b2
w − c

2
v)x + (b2 − c

2)wy + (b2 − c
2)vz = 0,

Lb : (c2 − a
2)wx + (c2

u − a
2
w)y + (c2 − a

2)uz = 0,

Lc : (a2 − b
2)vx + (a2 − b

2)uy + (a2
v − b

2
u)z = 0.

They bound a triangle with vertices

A
′ = (−a

2(a2(u2 − vw) + b
2
u(w − u) − c

2
u(u − v))

: (c2 − a
2)(a2

v(w − u) + b
2
u(v − w))

: (a2 − b
2)(c2

u(v − w) + a
2
w(u − v))),

B
′ = ((b2 − c

2)(a2
v(w − u) + b

2
u(v − w))

: −b
2(b2(v2 − wu) + c

2
v(u − v) − a

2
v(v − w))

: (a2 − b
2)(b2

w(u − v) + c
2
v(w − u))),

C
′ = ((b2 − c

2)(c2
u(v − w) + a

2
w(u − v))

: (c2 − a
2)(b2

w(u − v) + c
2
v(w − u))

: −c
2(c2(w2 − uv) + a

2
w(v − w) − b

2
w(w − u))).
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Q

B
′

C
′

A
′

A

B

C

P

Pa

Pb

Pc

Figure 1. Perspector of triangle bounded by antiparallels

The linesAA
′, BB

′, CC
′ intersect at a point

Q =

(

b
2
− c

2

b2w(u − v) + c2v(w − u)
:

c
2
− a

2

c2u(v − w) + a2w(u − v)
:

a
2
− b

2

a2v(w − u) + b2u(v − w)

)

(1)

We show thatQ is a point on the Jerabek hyperbola. The coordinates ofQ in (1)
can be rewritten as

Q =





a
2(b2 − c

2)
1

u
−

1

v

c2
+

1

w
−

1

u

b2

:
b
2(c2 − a

2)
1

v
−

1

w

a2 +
1

u
−

1

v

c2

:
c
2(a2 − b

2)
1

w
−

1

u

b2
+

1

v
−

1

w

a2



 .

If we also write this in the form
(

a2

x
: b2

y
: c2

z

)

, then

1

u
− 1

v

c
2

+
1

w
− 1

u

b
2

:
1

v
− 1

w

a
2

+
1

u
− 1

v

c
2

:
1

w
− 1

u

b
2

+
1

v
− 1

w

a
2

= (b2 − c
2)x : (c2 − a

2)y : (a2 − b
2)z.
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1

v
− 1

w

a
2

:
1

w
− 1

u

b
2

:
1

u
− 1

v

c
2

= −(b2 − c
2)x + (c2 − a

2)y + (a2 − b
2)z : · · · : · · ·

1

v

−
1

w

:
1

w

−
1

u

:
1

u

−
1

v

= a
2(−(b2 − c

2)x + (c2 − a
2)y + (a2 − b

2)z) : · · · : · · ·

Since
(

1

v
− 1

w

)

+
(

1

w
− 1

u

)

+
(

1

u
− 1

v

)

= 0, we have

0 =
∑

cyclic

a
2(−(b2 − c

2)x + (c2 − a
2)y + (a2 − b

2)z)

=
∑

cyclic

(−a
2(b2 − c

2) + b
2(b2 − c

2) + c
2(b2 − c

2))x

=
∑

cyclic

(b2 − c
2)(b2 + c

2 − a
2)x.

This is the equation of the Euler line. It shows that the pointQ lies on the Jerabek
hyperbola. We summarize this in the following theorem, witha slight modification
of (1).

Theorem 1. Let P = (u : v : w) be a point in the plane of triangle ABC , distinct
from its centroid. The antiparallels through the intercepts of the trilinear polar of
P bound a triangle perspective with ABC at a point

Q(P ) =

(

b
2 − c

2

b
2
(

1

u
− 1

v

)

+ c
2
(

1

w
− 1

u

) : · · · : · · ·

)

on the Jerabek hyperbola.

Here are some examples.

P X1 X3 X4 X6 X9 X23 X24 X69

Q(P ) X65 X64 X4 X6 X1903 X1177 X3 X66

P X468 X847 X193 X93 X284 X943 X1167 X186

Q(P ) X67 X68 X69 X70 X71 X72 X73 X74

Table 1. The perspectorQ(P )

Note that for the orthocenterX4 = H andX6 = K, we haveQ(H) = H and
Q(K) = K. In fact, forP = H, the linesLa, Lb, Lc bound the orthic triangle.
On the other hand, forP = K, these lines bound the tangential triangle, anticevian
triangle ofK. We prove that these are the only points satisfyingQ(P ) = P .

Proposition 2. The perspector Q(P ) coincides with P if and only if P is the or-
thocenter or the symmedian point.
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Proof. The perspectorR coincides withP if and only if the linesAP , Lb, Lc are
concurrent, so are the triplesBP , Lc, La andCP , La, Lb. Now, AP , Lb, Lc are
concurrent if and only if

∣

∣

∣

∣

∣

∣

0 w −v

(c2 − a
2)w (c2

u − a
2
w) (c2 − a

2)u
(a2 − b

2)v (a2 − b
2)u (a2

v − b
2
u)

∣

∣

∣

∣

∣

∣

= 0,

or

a
2(a2 − b

2)v2
w + a

2(c2 − a
2)vw

2 − b
2(c2 − a

2)w2
u − c

2(a2 − b
2)uv

2 = 0.

From the other two triples we obtain

−a
2(b2 − c

2)vw
2 + b

2(b2 − c
2)w2

u + b
2(a2 − b

2)wu
2 − c

2(a2 − b
2)u2

v = 0

and

−a
2(b2 − c

2)v2
w − b

2(c2 − a
2)wu

2 + c
2(c2 − a

2)u2
v + c

2(b2 − c
2)uv

2 = 0.

From the difference of the last two, we have, apart from a factor b
2 − c

2,

u(b2
w

2 − c
2
v
2) + v(c2

u
2 − a

2
w

2) + w(a2
v
2 − b

2
u

2) = 0.

This shows thatP lies on the Thomson cubic, the isogonal cubic with pivot the
centroidG. The Thomson cubic is appears asK002 in Bernard Gibert’s catalogue
[2]. The same point, as a perspector, lies on the Jerabek hyperbola. Since the
Thomson cubic is self-isogonal, its intersections with theJerabek hyperbola are the
isogonal conjugates of the intersections with the Euler line. From [2],P ∗ is either
G, O or H. This means thatP is K, H, or O. Table 1 eliminates the possiblility
P = O, leavingH andK as the only points satisfyingQ(P ) = P . �

Proposition 3. Let P be a point distinct from the centroid G, and Γ the circum-
hyperbola containing G and P . If T traverses Γ, the antiparallels through the
intercepts of the triliner polar of T bound a triangle perspective with ABC with
the same perspector Q(P ) on the Jerabek hyperbola.

Proof. The circum-hyperbola containingG andP is the isogonal transform of the
line KP

∗. If we write P
∗ = (u : v : w), then a pointT on Γ has coordinates

(

a2

u+ta2 : b2

v+tb2
: c2

w+tc2

)

for some real numbert. By Theorem 1, we have

Q(T ) =





b
2 − c

2

b
2

(

u+ta2

a2 − v+tb2

b2

)

+ c
2

(

w+tc2

c2
− u+ta2

a2

) : · · · : · · ·





=

(

b
2 − c

2

b
2
(

u
a2 − v

b2

)

+ c
2
(

w
c2

− u
a2

) : · · · : · · ·

)

= Q(P ).

�
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2. Concurrency of antiparallels

Proposition 4. The three lines La, Lb, Lc are concurrent if and only if

−2(a2−b
2)(b2−c

2)(c2−a
2)uvw+

∑

cyclic

b
2
c
2
u((c2+a

2−b
2)v2−(a2+b

2−c
2)w2) = 0.

(2)

Proof. The three lines are concurrent if and only if
∣

∣

∣

∣

∣

∣

b
2
w − c

2
v (b2 − c

2)w (b2 − c
2)v

(c2 − a
2)w c

2
u − a

2
w (c2 − a

2)u
(a2 − b

2)v (a2 − b
2)u a

2
v − b

2
u

∣

∣

∣

∣

∣

∣

= 0.

�

For P = X25 (the homothetic center of the orthic and tangential triangles), the
trilinear polar is parallel to the Lemoine axis (the trilinear polar ofK), and the lines
La, Lb, Lc concur at the symmedian point (see Figure 2).

O

H
X25

K

A

B C
Pa

Pb

Pc

Ka

Kc

Ha

Hb

Figure 2. Antiparallels through the intercepts ofX25

The cubic defined by (2) can be parametrized as follows. IfQ is the point
(

a2

a2(b2+c2−a2)+t
: · · · : · · ·

)

on the Jerabek hyperbola, then the antiparallels through
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the intercepts of the trilinear polar of

P0(Q) =

(

a
2(b2

c
2 + t)

(b2 + c
2 − a

2)(a2(b2 + c
2 − a

2) + t)
: · · · : · · ·

)

are concurrent atQ. On the other hand, givenP = (u : v : w), the antiparallels
through the intercepts of the trilinear polars of

P0 =

(

u(v − w)

a
2(b2 + c

2 − a
2)(b2

w(u − v) + c
2
v(w − u))

: · · · : · · ·

)

are concurrent atQ(P ). Here are some examples.

P X1 X3 X4 X6 X24

Q X65 X64 X4 X6 X3

P0(Q) X278 X1073 X2052 X25 X1993

Table 2.P0(Q) for Q on the Jerabek hyperbola

P0(X66) =

(

1

a
2(b4 + c

4 − a
4)

: · · · : · · ·

)

,

P0(X69) = (b2
c
2(b2 + c

2 − 3a2) : · · · : · · · ),

P0(X71) = (a2(b + c − a)(a(bc + ca + ab) − (b3 + c
3)) : · · · : · · · ),

P0(X72) = (a3 − a
2(b + c) − a(b + c)2 + (b + c)(b2 + c

2) : · · · : · · · ).

3. Triple of induced GP -lines

Let P be a point in the plane of triangleABC, distinct from the centroidG,
with trilinear polar intersectingBC, CA, AB respectively atPa, Pb, Pc. Let the
antiparallel toBC throughPa intersectCA andAB at Ba andCa respectively;
similarly defineCb, Ab, andAc, Bc. These are the points

Ba = ((b2 − c
2)v : 0 : c

2
v − b

2
w), Ca = ((b2 − c

2)w : c
2
v − b

2
w : 0);

Ab = (0 : (c2 − a
2)u : a

2
w − c

2
u), Cb = (a2

w − c
2
u : (c2 − a

2)w : 0);
Ac = (0 : b

2
u − a

2
v : (a2 − b

2)u), Bc = (b2
u − a

2
v : 0 : (a2 − b

2)v).

The trianglesABaCa, AbBCb, AcBcC are all similar toABC. For every point
T with reference toABC, we can speak of the corresponding points in these tri-
angles with the same homogeneous barycentric coordinates.Thus, theP -points in
these triangles are

PA = (b2

c
2(u + v + w)(v − w) − c

4

v
2 + b

4

w
2 : b

2

w(c2

v − b
2

w) : c
2

v(c2

v − b
2

w)),

PB = (a2

w(a2

w − c
2

u) : c
2

a
2(u + v + w)(w − u) − a

4

w
2 + c

4

u
2 : c

2

u(a2

w − c
2

u)),

PC = (a2

v(b2

u − a
2

v) : b
2

u(b2

u − a
2

v) : a
2

b
2(u + v + w)(u − v) − b

4

u
2 + a

4

v
2).
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On the other hand, the centroids of these triangles are the points

GA = (2b2
c
2(v − w) − c

4
v + b

4
w : b

2(c2
v − b

2
w) : c

2(c2
v − b

2
w)),

GB = (a2(a2
w − c

2
u) : 2c2

a
2(w − u) − a

4
w + c

4
u : c

2(a2
w − c

2
u)),

GC = (a2(b2
u − a

2
v) : b

2(b2
u − a

2
v) : 2a2

b
2(u − v) − b

4
u + a

4
v).

We callGAPA, GBPB , GCPC the triple ofGP -lines induced by antiparallels
through the intercepts of the trilinear polar ofP , or simply the triple of induced
GP -lines.

τ(P )

A

B C

Ba

Ca

GA

PA

Ab

Cb

GB

PB

Bc

Ac

GC

PC

Pa

Pc

Figure 3. Triple of inducedGP -lines

Theorem 5. The triple of induced GP -lines are concurrent at

τ(P ) = (−a
2(u2 − v

2 + vw − w
2) + b

2
u(u + v − 2w) + c

2
u(w + u − 2v)

: a
2
v(u + v − 2w) − b

2(v2 − w
2 + wu − u

2) + c
2
v(v + w − 2u)

: a
2
w(w + u − 2v) + b

2
w(v + w − 2u) − c

2(w2 − u
2 + uv − v

2)).
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Proof. The equations of the linesGAPA, GBPB , GCPC are

(c2
v − b

2
w)x + (c2(w + u − v) − b

2
w)y − (b2(u + v − w) − c

2
v)z = 0,

−(c2(v + w − u) − a
2
w)x + (a2

w − c
2
u)y + (a2(u + v − w) − c

2
u)z = 0,

(b2(v + w − u) − a
2
v)x − (a2(w + u − v) − b

2
u)y + (b2

u − a
2
v)z = 0.

These three lines intersect atτ(P ) given above. �

Remark. If T traverses the lineGP , thenτ(T ) traverses the lineGτ(P ).

Note that the equations of inducedGP -lines are invariant under the permutation
(x, y, z) ↔ (u, v,w), i.e., these can be rewritten as

(c2
y − b

2
z)u + (c2(z + x − y) − b

2
z)v − (b2(x + y − z) − c

2
y)w = 0,

−(c2(y + z − x) − a
2
z)u + (a2

z − c
2
x)v + (a2(x + y − z) − c

2
x)w = 0,

(b2(y + z − x) − a
2
y)u − (a2(z + x − y) − b

2
x)v + (b2

x − a
2
y)w = 0.

This means that the mappingτ is a conjugation of the finite points other than the
centroidG.

Corollary 6. The triple of induced GP -lines concur at Q if and only if the triple
of induced GQ-lines concur at P .

We conclude with a list of pairs of triangle centers conjugate underτ .

X1, X1054 X3, X110 X4, X125 X6, X111 X23,X182 X69,X126

X98,X1316 X100,X1083 X184, X186 X187, X353 X352, X574

Table 3. Pairs conjugate underτ
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A Sequence of Triangles and Geometric Inequalities

Dan Marinescu, Mihai Monea, Mihai Opincariu, and Marian Stroe

Abstract. We construct a sequence of triangles from a given one, and deduce a
number of famous geometric inequalities.

1. A geometric construction

Throughout this paper we use standard notations of trianglegeometry. Given a
triangleABC with sidelengthsa, b, c, let s, R, r, and∆ denote the semiperimeter,
circumradius, inradius, and area respectively. We begin with a simple geometric
construction. LetH be the orthocenter of triangleABC. Construct a circle, center
H, radiusR

′ =
√

2Rr to intersect the half linesHA, HB, HC at A
′, B

′, C
′

respectively (see Figure 1).
A

B C

H

A
′

B
′

C
′

Figure 1.

If the triangleABC has a right angle atA with altitude AD (D on the hy-
potenuseBC), we chooseA′ on the lineAD such thatA is betweenD andA

′.

Lemma 1. Triangle A
′
B

′
C

′ has
(a) angle measures A

′ = π
2
− A

2
, B

′ = π
2
− B

2
, C

′ = π
2
− C

2
,

(b) sidelengths a
′ =

√

a(b + c − a), b
′ =

√

b(c + a − b), c
′ =

√

c(a + b − c),
and
(c) area ∆′ = ∆.
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Proof. (a)∠B
′
A

′
C

′ = 1

2
∠B

′
HC

′ = 1

2
∠BHC = π−A

2
; similarly for B

′ andC
′.

(b) By the law of sines,

a
′ = 2R′ sin A

′ = 2
√

2Rr cos
A

2
= 2

√

2 ·
abc

4∆
·
∆

s

·

√

s(s − a)

bc

=
√

a(b + c − a);

similarly for b
′ andc

′.
(c) TriangleA

′
B

′
C

′ has area

∆′ =
1

2
b
′
c
′ sin A

′ =
1

2
b
′
c
′ cos

A

2

=
1

2

√

b(c + a − b) ·
√

c(a + b − c) ·

√

s(s − a)

bc

=
√

s(s − a)(s − b)(s − c)

= ∆.

�

Proposition 2. (a)a′2 + b
′2 + c

′2 = a
2 + b

2 + c
2 − (b− c)2 − (c− a)2 − (a− b)2.

(b) a
′2 + b

′2 + c
′2 ≤ a

2 + b
2 + c

2.
(c) a

′ + b
′ + c

′ ≤ a + b + c.
(d) sin A

′ + sinB
′ + sin C

′ ≥ sin A + sin B + sinC .
(e)R′ ≤ R.
(f) r

′ ≥ r.
In each case, equality holds if and only if ABC is equilateral.

Proof. (a) follows from Lemma 1(b); (b) follows from (a). For (c),

a
′ + b

′ + c
′ =

√

a(b + c − a) +
√

b(c + a − b) +
√

c(a + b − c)

≤
b + c

2
+

c + a

2
+

a + b

2
= a + b + c.

For (d), we have

sin A + sin B + sin C

=
1

2
(sinB + sin C + sin C + sinA + sinA + sin B)

= sin
B + C

2
cos

B − C

2
+ sin

C + A

2
cos

C − A

2
+ sin

A + B

2
cos

A − B

2

≤ sin
B + C

2
+ sin

C + A

2
+ sin

A + B

2

= cos
A

2
+ cos

B

2
+ cos

C

2
= sin A

′ + sin B
′ + sin C

′
.

(e)R′ = a′+b′+c′

2(sin A′+sin B′+sinC′)
≤ a+b+c

2(sin A+sinB+sin C)
= R.

(f) r
′ = ∆′

s′
≥ ∆

s
= r. �
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Remark. The inequalityR′ ≤ R certainly follows from Euler’s inequalityR ≥ 2r.
From the direct proof of (e), Euler’s inequality also follows (see Theorem 6(b)
below).

2. A sequence of triangles

Beginning with a triangleABC, we repeatedly apply the construction in§1 to
obtain a sequence of triangles(AnBnCn)n∈N

with A0B0C0 ≡ ABC, and angle
measures and sidelengths defined recursively by

An+1 =
π − An

2
, Bn+1 =

π − Bn

2
, Cn+1 =

π − Cn

2
;

an+1 =
√

an(bn + cn − an), bn+1 =
√

bn(cn + an − an),

cn+1 =
√

cn(an + bn − cn).

Denote bysn, Rn, rn, ∆n the semiperimeter, circumradius, inradius, and area of
triangleAnBnCn. Note that∆n = ∆ for everyn.

Lemma 3. The sequences (An)n∈N, (Bn)n∈N, (Cn)n∈N are convergent and

lim
n→∞

An = lim
n→∞

Bn = lim
n→∞

Cn =
π

3
.

Proof. It is enough to consider the sequence(An)n∈N. Rewrite the relationAn+1 =
π
2
− An

2
as

An+1 −
π

3
= −

1

2

(

An −
π

3

)

.

It follows that the sequence
(

An − π
3

)

n∈N
is a geometric sequence with common

ratio−1

2
. It converges to0, giving limn→∞ An = π

3
. �

Proposition 4. The sequence (Rn)n∈N is convergent and limn→∞ Rn = 2

3

√√
3∆.

Proof. SinceRn = anbncn

4△n
= 8R3

n sinAn sin Bn sin Cn

4△n
, we have

R
2
n =

△

2 sin An sinBn sin Cn

.

The result follows from Lemma 3. �

Proposition 5. The sequences (an)n∈N, (bn)n∈N, (cn)n∈N are convergent and

lim
n→∞

an = lim
n→∞

bn = lim
n→∞

cn = 2

√

△
√

3
.

Proof. This follows froman = 2Rn sin An, Lemma 3 and Proposition 4. �

From these basic results we obtain a number of interesting convergent sequences.
In each case, the increasing or decreasing property is clearfrom Proposition 2.
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Sequence Limit Reference

(a) ∆n constant ∆ Lem.1(c)

(b) sin An + sin Bn + sin Cn increasing 3
√

3

2
Prop.2(d),Lem.3

(c) Rn decreasing 2

3

√√
3∆ Prop.2(e), 4

(d) sn decreasing
√

3
√

3∆ Prop.2(c), 4

(e) rn increasing 1

3

√√
3∆ Prop.2(f)

(f) Rn

rn
decreasing 2

(g) a
2
n + b

2
n + c

2
n decreasing 4

√
3∆ Prop.2(b), 5

(h) a
2
n + b

2
n + c

2
n − (bn − cn)2

−(cn − an)2 − (an − bn)2 decreasing 4
√

3∆ Prop.2(a,b), 5

3. Geometric inequalities

The increasing or decreasing properties of these sequences, along with their
limits, lead easily to a number of famous geometric inequalities [1, 3].

Theorem 6. The following inequalities hold for an arbitrary angle ABC .
(a) sin A + sin B + sin C ≤ 3

√

3

2
.

(b) [Euler’s inequality]R ≥ 2r.
(c) [Weitzenböck inequality]a2 + b

2 + c
2 ≥ 4

√
3∆.

(d) [Hadwiger-Finsler inequality]a2 +b
2 +c

2− (b−c)2− (c−a)2− (a−b)2 ≥
4
√

3∆.
In each case, equality holds if and only if the triangle is equilateral.

Remark. Weitzenböck’s inequality is usually proved as a consequence of the Had-
wiger - Finsler’s inequality ([2, 4]). Our proof shows that they are logically equiv-
alent.
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Trilinear Polars of Brocardians

Francisco Javier Garcı́a Capitán

Abstract. We study the trilinear polars of the Brocardians of a point,and inves-
tigate the condition for their orthogonality.

1. The Brocardians

LetP be a point not on any of the sidelines of triangleABC, with homogeneous
barycentric coordinates(u : v : w) and cevian triangleXY Z. Construct the

parallels of
CA

AB

BC

through
Z

X

Y

to intersect
BC

CA

AB

at
Xb

Yc

Za

(see Figure 1(a)). The triangle

XbYcZa is perspective withABC at the point

P→ :=

(

1

w

:
1

u

:
1

v

)

.

P P→

X

Y
Z

Xb

Yc

Za

A

B C

1(a) The BrocardianP→

P

P←

X

Y
Z

Xc

Ya

Zb

A

B C

1(b) The BrocardianP←

Likewise, the parallels of
AB

BC

CA

through
Y

Z

X

intersect
BC

CA

AB

at
Xc

Ya

Zb

such that triangle

XcYaZb is perspective withABC at

P← :=

(

1

v

:
1

w

:
1

u

)

(see Figure 1(b)). The pointsP→ andP← are called the Brocardians ofP (see
[2, §8.4]). For example, the Brocardians of the symmedian point are the Brocard
pointsΩ =

(

1

c2
: 1

a2 : 1

b2

)

andΩ′ =
(

1

b2
: 1

c2
: 1

a2

)

.
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2. Noncollinearity of P and its Brocardians

The pointsP , P→ andP← are never collinear since
∣

∣

∣

∣

∣

∣

u v w

1

w
1

u
1

v
1

v
1

w
1

u

∣

∣

∣

∣

∣

∣

=
u

2 + v
2 + w

2 − vw − wu − uv

uvw

6= 0.

It is well known that the Brocard points are equidistant fromthe symmedian
point. It follows that the pedal ofK on the lineΩΩ′ is the midpoint of the segment
ΩΩ′, the triangle centerX39 = (a2(b2 + c

2) : b
2(c2 + a

2) : c
2(a2 + b

2)) in [1].

Now, for the Gergonne pointGe =
(

1

b+c−a
: 1

c+a−b
: 1

a+b−c

)

, the Brocardians

are the pointsGe→ = (a + b − c : b + c − a : c + a − b) andGe← = (c + a − b :
a + b − c : b + c − a). The midpoint ofGe→Ge← is the incenterI = (a : b : c).
Indeed,I is the pedal of the Gergonne point on the lineGe→Ge←

(b2 + c
2 − a(b + c))x + (c2 + a

2 − b(c + a))y + (a2 + b
2 − c(a + b))z = 0.

3. Trilinear polars of the Brocardians

The trilinear polars of the Brocardians ofP are the lines

ℓ→ wx + uy + vz = 0,

and

ℓ← vx + wy + uz = 0.

These lines intersect at the point

Q = (u2 − vw : v
2 − wu : w

2 − uv).

Since

(u2−vw, v
2−wu, w

2−uv) = (u+v+w)(u, v, w)−(vw+wu+uv)(1, 1, 1),

the pointQ divides the segmentGP in the ratio

GQ : QP = (u + v + w)2 : −3(vw + wu + uv).

The pointQ is never an infinite point since

u
2 + v

2 + w
2 − vw − wu − uv 6= 0.

It follows that the trilinear polarsℓ→ andℓ← are never parallel.

4. Orthogonality of trilinear polars of Brocardians

The trilinear polarsℓ→ andℓ← have infinite points(u − v : v −w : w − u) and
(w − u : u − v : v − w) respectively. They are orthogonal if and only if

SA(u − v)(w − u) + SB(v − w)(u − v) + SC(w − u)(v − w) = 0 (1)

(see [2,§4.5]). Now, (1) defines a conic with centerG = (1 : 1 : 1) (see [2,
§10.7.2]). Since the conic containsG, it is necessarily degenerate. Solving for the
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infinite points of the conic, we obtain the condition that theconic consists of a pair
of real lines if and only if

SAA + SBB + SCC − 2SBC − 2SCA − 2SAB ≥ 0.

Equivalently,

5(a4 + b
4 + c

4) − 6(b2
c
2 + c

2
a

2 + a
2
b
2) ≥ 0. (2)

Here is a characterization of triangles satisfying condition (2). Given two points
B andC with BC = a, we set up a Cartesian coordinates system such thatB =
(

−a
2
, 0

)

andC =
(

a
2
, 0

)

. If A = (x, y), then
(

x −
a

2

)2

+ y
2 = b

2
,

(

x +
a

2

)2

+ y
2 = c

2
.

With these, condition (2) becomes

(4x2 + 4y2 − 8ay + 3a2)(4x2 + 4y2 + 8ay + 3a2) ≥ 0.

This is the exterior of the two circles, centers(0, ±a), radii a
2
. Here is a simple

example. If we requireC = π
2
, thenSC = 0 and the degenerate conic (1) is the

union of the two linesv − w = 0 andSA(z − x) + SB(y − z) = 0. These are
theC-median and the lineGKc, Kc being theC-trace of the symmedian pointK.
Figure 2 illustrates the trilinear polars of the Brocardians of a pointP onGKc

ℓ←

ℓ→

Kc

P

P←

P→

B C

Q

Gc

A

G

K

Figure 2.
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On the other hand, for pointsA on the circumferences of the two circles, the
triangleABC has exactly one real line through the centroidG such that for every
P on the line, the trilinear polars of the Brocardians intersect orthogonally (on the
same line). It is enough to considerA on the circle4(x2 + y

2) − 8ay + 3a2 = 0,
with coordinates

(

a
2

cos θ, a + a
2

sin θ

)

. The center of triangleABC is the point
G =

(

a
6

cos θ,
a
6
(2 + sin θ)

)

. The line in question connectsG to the fixed point
M =

(

0, a
2

)

:

(1 − sin θ)x + cos θ

(

y −
a

2

)

= 0.

The trilinear polars of the Brocardians of an arbitrary point P on this line are
symmetric with respect toGM , and intersect orthogonally (see Figure 3).

ℓ←

ℓ→

P

P←

P→

B C

Q

M

A

G

Figure 3.
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On the 10th Anniversary of Hyacinthos

Abstract. This paper is a survey of results on reflections in triangle geome-
try. We work with homogeneous barycentric coordinates withreference to a
given triangleABC and establish various concurrency and perspectivity results
related to triangles formed by reflections, in particular the reflection triangle
P

(a)
P

(b)
P

(c) of a pointP in the sidelines ofABC, and the triangle of reflec-
tions A

(a)
B

(b)
C

(c) of the vertices ofABC in their respective opposite sides.
We also consider triads of concurrent circles related to these reflections. In this
process, we obtain a number of interesting triangle centerswith relatively simple
coordinates. While most of these triangle centers have beencatalogued in Kim-
berling’sEncyclopedia of Triangle Centers[27] (ETC), there are a few interest-
ing new ones. We give additional properties of known triangle centers related
to reflections, and in a few cases, exhibit interesting correspondences of cubic
curves catalogued in Gibert’sCatalogue of Triangle Cubics[14] (CTC).
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Notations. We adopt the usual notations of triangle geometry and work with ho-
mogeneous barycentric coordinates with reference to a given triangleABC with
sidelengthsa, b, c and angle measuresA, B, C. Occasionally, expressions for
coordinates are simplified by using Conway’s notation:

SA =
b
2 + c

2 − a
2

2
, SB =

c
2 + a

2 − a
2

2
, SC =

a
2 + b

2 − c
2

2
,

subject toSAB + SBC + SCA = S
2, whereS is twice the area of triangleABC,

andSBC stands forSBSC etc. The labeling of triangle centers follows ETC [27],
except for the most basic and well known ones listed below. References to triangle
cubics are made to Gibert’s CTC [14].

G X2 centroid O X3 circumcenter
H X4 orthocenter N X5 nine point center

E∞ X30 Euler infinity point E X110 Euler reflection point
I X1 incenter Ge X7 Gergonne point

Na X8 Nagel point Fe X11 Feuerbach point
K X6 symmedian point F± X13, X14 Fermat points
J± X15, X16 isodynamic points W X484 first Evans perspector

P
∗ isogonal conjugate ofP

P
• isotomic conjugate ofP

P
−1 inverse ofP in circumcircle

P/Q cevian quotient
PaPbPc cevian triangle ofP
P

a
P

b
P

c anticevian triangle ofP
P[a] pedal ofP onBC

P
(a) reflection ofP in BC

Et Point on Euler line dividingOH in the ratiot : 1 − t

C (P, Q) Bicevian conic through the traces ofP andQ on the sidelines
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1. The reflection triangle

Let P be a point with the homogeneous barycentric coordinates(u : v : w) in
reference to triangleABC. The reflections ofP in the sidelinesBC, CA, AB are
the points

P
(a) = (−a

2
u : (a2 + b

2 − c
2)u + a

2
v : (c2 + a

2 − b
2)u + a

2
w),

P
(b) = ((a2 + b

2 − c
2)v + b

2
u : −b

2
v : (b2 + c

2 − a
2)v + a

2
w),

P
(c) = ((c2 + a

2 − b
2)w + b

2
u : (b2 + c

2 − a
2)w + c

2
v : −c

2
w).

A

B C

P

P
(a)

P
(c)

P
(b)

Figure 1. The reflection triangle

We callP (a)
P

(b)
P

(c) the reflection triangle ofP (see Figure 1). Here are some
examples.

(1) The reflection triangle of the circumcenterO is oppositely congruent to
ABC at the midpoint ofOH, which is the nine-point centerN . This is the only
reflection triangle congruent toABC.

(2) The reflection triangle ofH is inscribed in the circumcircle ofABC (see
Remark (1) following Proposition 2 and Figure 3(b) below).

(3) The reflection triangle ofN is homothetic atO to the triangle of reflections
(see Propositioin 5 below).

Proposition 1. The reflection triangle ofP is

(a) right-angled if and only ifP lies on one of the circles with centers
K

a

K
b

K
c

passing

through
B, C

C, A

A, B

respectively,

(b) isosceles if and only ifP is on one of the Apollonian circles, each with diameter
the feet of the bisectors of an angle on its opposite side,
(c) equilateral if and only ifP is one of the isodynamic pointsJ±,
(d) degenerate if and only ifP lies on the circumcircle.
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1.1. Circle of reflections.

Proposition 2. The circleP
(a)

P
(b)

P
(c) has centerP ∗.

A

B C

PQ

P
(b)

P
(c)

(a) Reflections and isogonal lines

A

B C

P

P
∗

P
(b)

P
(c)

P
(a)

(b) circle of reflections

Figure 2. Circle of reflections ofP with centerP ∗

Proof. Let Q be a point on the line isogonal toAP with respect to angleA, i.e., the
linesAQ andAP are symmetric with respect to the bisector of angleBAC (see
Figure 2(a)). Clearly, the trianglesAQP

(b) andAQP
(c) are congruent, so thatQ is

equidistant fromP
(b) andP

(c). For the same reason, any point on a line isogonal
to BP is equidistant fromP

(c) andP
(a). It follows that the isogonal conjugateP ∗

is equidistant from the three reflectionsP
(a), P

(b), P
(c). �

This simple fact has a few interesting consequences.
(1) The circle through the reflections ofP and the one through the reflections of

P
∗ are congruent (see Figure 3(a)). In particular, the reflections of the orthocenter

H lie on the circumcircle (see Figure 3(b)).

A

B C

P

P
∗

P
(a)

M

P
∗(a)

(a) Congruent circles of reflection

O

A

B C

H
(a)

H
(b)

H
(c)

H

O
(a)

(b) Reflections ofH on circumcircle

Figure 3. Congruence of circles of reflection ofP andP
∗

(2) The (six) pedals ofP andP
∗ on the sidelines of triangleABC are concyclic.

The center of the common pedal circle is the midpoint ofPP
∗ (see Figure 3(a)).

For the isogonal pairO andH, this pedal circle is the nine-point circle.
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1.2. Line of reflections .

Theorem 3. (a) The reflections ofP in the sidelines are collinear if and only if
P lies on the circumcircle. In this case, the line containing the reflections passes
through the orthocenterH.
(b) The reflections of a lineℓ in the sidelines are concurrent if and only if the
line contains the orthocenterH. In this case, the point of concurrency lies on the
circumcircle.

Remarks.(1) Let P be a point on the circumcircle andℓ a line through the ortho-
centerH. The reflections ofP lies onℓ if and only if the reflections ofℓ concur at
P ([6, 29]). Figure 4 illustrates the case of the Euler line.

O

H

A

B
C

E

Figure 4. Euler line and Euler reflection point

(2) If P =
(

a2

v−w
: b2

w−u
: c2

u−v

)

is the isogonal conjugate of the infinite point of

a lineux + vy + wz = 0, its line of reflections is

SA(v − w)x + SB(w − u)y + SC(u − v)z = 0.

(3) Let ℓ be the line joiningH to P = (u : v : w). The reflections ofℓ in the
sidelines of triangleABC intersect at the point

r0(P ) :=

(

a
2

SBv − SCw

:
b
2

SCw − SAu

:
c
2

SAu − SBv

)

.

Clearly,r0(P1) = r0(P2) if and only if P1, P2, H are collinear.
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line HP r
0
(P ) = intersection of reflections

Euler line E =
(

a
2

b2−c2 : b
2

c2
−a2 : c

2

a2
−b2

)

HI X
109

=
(

a
2

(b−c)(b+c−a)

: b
2

(c−a)(c+a−b)
: c

2

(a−b)(a+b−c)

)

HK X
112

=
(

a
2

(b2−c2
)SA

: b
2

(c2
−a2

)SB
: c

2

(a2
−b2)SC

)

Theorem 4 (Blanc [3]). Let ℓ be a line through the circumcenterO of triangle
ABC, intersecting the sidelines atX, Y , Z respectively. The circles with di-
ametersAX, BY , CZ are coaxial with two common points and radical axisL

containing the orthocenterH.
(a) One of the common pointsP lies on the nine-point circle, and is the center

of the rectangular circum-hyperbola which is the isogonal conjugate of the lineℓ.
(b) The second common pointQ lies on the circumcircle, and is the reflection of

r0(P ) in ℓ.

ℓ

L

O

Q

r0(P )

P

H

X

Y

Z

A

B C

Figure 5. Blanc’s theorem

Here are some examples.

Line ℓ P Q r
0
(P )

Euler line X
125

X
476

=
(

1

(SB−SC)(S2
−3SAA)

: · · · : · · ·
)

E

Brocard axis X
115

X
112

X
2715

OI X
11

X
108

=
(

a

(b−c)(b+c−a)SA
: · · · : · · ·

)

X
2720
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1.3. The triangle of reflections.The reflections of the vertices of triangleABC in
their opposite sides are the points

A
(a) = (−a

2 : a
2 + b

2 − c
2 : c

2 + a
2 − b

2),

B
(b) = (a2 + b

2 − c
2 : −b

2 : b
2 + c

2 − a
2),

C
(c) = (c2 + a

2 − b
2 : b

2 + c
2 − a

2 : −2c2).

We call triangleA(a)
B

(b)
C

(c) the triangle of reflections.

Proposition 5. The triangle of reflectionsA(a)
B

(b)
C

(c) is the image of the reflec-
tion triangle ofN under the homothetyh(O, 2).

O

N

A

B C

A
(a)

C
(c)

B
(b)

N
(a)

N
(b)

N
(c)

Figure 6. Homothety of triangle of reflections and reflectiontriangle ofN

From this we conclude that
(1) the center of the circleA(a)

B
(b)

C
(c) is the pointh(O, 2)(N∗), the reflection of

O in N
∗, which appears asX195 in ETC, and

(2) the triangle of reflections is degenerate if and only if the nine-point centerN
lies on the circumcircle. Here is a simple construction of such a triangle (see Figure
7). Given a pointN on a circleO(R), construct

(a) the circleN

(

R
2

)

and choose a pointD on this circle, inside the given one
(O),

(b) the perpendicular toOD atD to intersect(O) atB andC,
(c) the antipodeX of D on the circle(N), and complete the parallelogram

ODXA (by translatingX by the vectorDO).
Then triangleABC has nine-point centerN on its circumcircle. For further

results, see [4, p.77], [18] or Proposition 21 below.
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A

B

C

D

X

N

O

A
(a)

B
(b)

C
(c)

Figure 7. Triangle with degenerate triangle of reflections

2. Perspectivity of reflection triangle

2.1. Perspectivity with anticevian and orthic triangles.

Proposition 6 ([10]). The reflection triangle ofP is perspective with its anticevian
triangle at the cevian quotientQ = H/P , which is also the isogonal conjugate of
P in the orthic triangle.

P

PaHa

P
a

X

A

B CP[a]

Hb

Hc

H

Figure 8. HaP andHaP
(a) isogonal in orthic triangle
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Proof. Let PaPbPc be the cevian triangle ofP , andP
a
P

b
P

c the anticevian trian-
gle. SinceP andP

a divide APa harmonically, we have 1

AP a + 1

AP
= 2

APa
. If the

perpendicular fromP to BC intersects the lineP a
Ha atX, then

PX

AHa

=
PP

a

AP
a

=
PPa + PaP

a

AP
a

=
PPa

AP
a

+
PPa

AP

=
2PPa

APa

=
2PP[a]

AHa

.

Therefore,PX = 2PP[a], andX = P
(a). This shows thatP (a) lies on the line

P
a
Ha. Similarly, P

(b) andP
(c) lie on P

b
Hb andP

c
Hc respectively. Since the

anticevian triangle ofP and the orthic triangle are perspective at the cevian quotient
H/P , these triangles are perspective with the reflection triangle P

(a)
P

(b)
P

(c) at
the same point.

The fact thatP (a) lies on the lineHaP
a means that the linesHaP

a andHaP

are isogonal lines with respect to the sidesHaHb andHaHc of the orthic triangle;
similarly for the pairsHbP

b, HbP andHcP
c, HcP . It follows thatH/P andP

are isogonal conjugates in the orthic triangle. �

If P = (u : v : w) in homogeneous barycentric coordinates, then

H/P = (u(−SAu+SBv+SCw) : v(−SBv+SCw+SAu) : w(−SCw+SAu+SBv)).

Here are some examples of(P, H/P ) pairs.

P I G O H N K

H/P X
46

X
193

X
155

H X
52

X
25

2.2. Perspectivity with the reference triangle.

Proposition 7. The reflection triangle of a pointP is perspective withABC if and
only if P lies on the Neuberg cubic

∑

cyclic

(SAB + SAC − 2SBC)u(c2
v
2 − b

2
w

2) = 0. (1)

AsP traverses the Neuberg cubic, the locus of the perspectorQ is the cubic
∑

cyclic

SAx

S
2 − 3SAA

(

y
2

S
2 − 3SCC

−
z
2

S
2 − 3SBB

)

= 0. (2)

The first statement can be found in [30]. The cubic (1) is the famous Neuberg
cubic, the isogonal cubic pK(K, E∞) with pivot the Euler infinity point. It ap-
pears as K001 in CTC, where numerous locus properties of the Neuberg cubic
can be found; see also [5]. The cubic (2), on the other hand, isthe pivotal isocubic
pK(X1989, X265), and appears as K060. GivenQ on the cubic (2), the pointP
on the Neuberg cubic can be constructed as the perspector of the cevian and reflec-
tion triangles ofQ (see Figure 9). Here are some examples of(P,Q) with P on
Neuberg cubic and perspectorQ of the reflection triangle.

P O H I W X
1157

Q N H X
79

X
80

X
1141
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X79

X80

X1141

N

O

H

I
J+

F+

F−A

B
C

Figure 9. The Neuberg cubic and the cubic K060

Remarks.(1) X79 =
(

1

b2+c2−a2+bc
: 1

c2+a2
−b2+ca

: 1

a2+b2−c2+ab

)

is also the per-

spector of the triangle formed by the three lines each joining the perpendicular feet
of a trace of the incenter on the other two sides (see Figure 10).

A

B C

X79 I

Ia

Ib

Ic

I
(a)

I
(b)

I
(c)

Figure 10. Perspector of reflection triangle ofI
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(2) For the pair(W,X80),
(i) W = X484 = (a(a3+a

2(b+c)−a(b2 +bc+c
2)−(b+c)(b−c)2) : · · · : · · · ) is

the first Evans perspector, the perspector of the triangle ofreflectionsA(a)
B

(b)
C

(c)

and the excentral triangleIa
I

b
I

c (see [45]),

(ii) X80 =
(

1

b2+c2−a2
−bc

: · · · : · · ·
)

is the reflection conjugate ofI (see§3 below).

(3) For the pair(X1157, X1141),

(i) X1157 =
(

a2(a6
−3a4(b2+c2)+a2(3b4−b2c2+3c4)−(b2−c2)2(b2+c2))

a2(b2+c2)−(b2−c2)2
: · · · : · · ·

)

is the

inverse ofN∗ in the circumcircle,
(ii) X1141 =

(

1

(S2+SBC)(S2
−3SAA)

: · · · : · · ·
)

lies on the circumcircle.

The Neuberg cubic also contains the Fermat points and the isodynamic points.
The perspectors of the reflection triangles of

(i) the Fermat pointsFε =
(

1
√

3SA+εS
: 1
√

3SB+εS
: 1
√

3SC+εS

)

, ε = ±1, are
(

(SA + ε

√
3S)2

(
√

3SA + εS)2
:

(SB + ε

√
3S)2

(
√

3SB + εS)2
:

(SC + ε

√
3S)2

(
√

3SC + εS)2

)

,

(ii) the isodynamic pointsJε =
(

a
2(
√

3SA + εS) : b
2(
√

3SB + εS) : c
2(
√

3SC + εS)
)

,
ε = ±1, are
(

1

(SA + ε
√

3S)(
√

3SA + εS)
:

1

(SB + ε
√

3S)(
√

3SB + εS)
:

1

(SC + ε
√

3S)(
√

3SC + εS)

)

.

The cubic (2) also contains the Fermat points. For these, thecorresponding
points on the Neuberg cubic are
(

a
2(2(b2 + c

2 − a
2)3 − 5(b2 + c

2 − a
2)b2

c
2 − ε · 2

√
3b

2
c
2
S) : · · · : · · ·

)

.

2.3. Perspectivity with cevian triangle and the triangle of reflections.

Proposition 8. The reflection triangle ofP is perspective with the triangle of re-
flections if and only ifP lies on the cubic(2). The locus of the perspectorQ is the
Neuberg cubic(1).

Proof. Note thatA(a), P
(a) andPa are collinear, since they are the reflections of

A, P andPa in BC. Similarly, B
(b), P

(b), Pb are collinear, so areC(c), P
(c),

Pc. It follows that the reflection triangle ofP is perspective with the triangle of
reflections if and only if it is perspective with the cevian triangle ofP . �

Remark.The correspondence(P,Q) in Proposition 8 is the inverse of the corre-
spondence in Proposition 7 above.



312 A. P. Hatzipolakis and P. Yiu

2.4. Perspectivity of triangle of reflections and anticevian triangles.

Proposition 9. The triangle of reflections is perspective to the anticeviantriangle
of P if and only ifP lies on the Napoleon cubic,i.e., the isogonal cubic pK(K,N)

∑

cyclic

(a2(b2 + c
2) − (b2 − c

2)2)u(c2
v
2 − b

2
w

2) = 0. (3)

The locus of the perspectorQ is the Neuberg cubic(1).

E

O

H

I

N

A

B C

X399
I

a

I
b

I
c

A
(a)

C
(c)

B
(b)

Figure 11. The Napoleon cubic and the Neuberg cubic

P I O N N
∗

X
195

Q W X
399

E
∞

X
1157

O

Remarks.(1) For the case ofO, the perspector is the Parry reflection point, the
triangle centerX399 which is the reflection ofO in the Euler reflection pointE. It
is also the point of concurrency of reflections in sidelines of lines through vertices
parallel to the Euler line (see [34, 35]). In other words, it is the perspector of the
triangle of reflections and the cevian triangle ofE∞. The Euler line is the only
direction for which these reflections are concurrent.
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(2) N
∗ is the triangle centerX54 in ETC, called the Kosnita point. It is also the

perspector of the centers of the circlesOBC, OCA, OAB (see Figure 12).

O

C

B

A O2

O3

O1

N
∗

Figure 12. Perspectivity of the centers of the circlesOBC, OCA, OAB

3. Reflection conjugates

Proposition 10. The three circlesP (a)
BC, P (b)

CA, andP
(c)

AB have a common
point

r1(P ) =

(

u

(b2 + c
2 − a

2)u(u + v + w) − (a2
vw + b

2
wu + c

2
uv)

: · · · : · · ·

)

.

(4)

It is easy to see thatr1(P ) = H if and only if P lies on the circumcircle. IfP 6=
H andP does not lie on the circumcircle, we callr1(P ) the reflection conjugate
of P ; it is the antipode ofP in the rectangular circum-hyperbolaH (P ) throughP

(and the orthocenterH). It also lies on the circle of reflectionsP (a)
P

(b)
P

(c) (see
Figure 13).

P r
1
(P ) midpoint hyperbola

I X
80

=
(

1

b2+c2
−a2

−bc
: · · · : · · ·

)

X
11

Feuerbach

G X
671

=
(

1

b2+c2
−2a2 : · · · : · · ·

)

X
115

Kiepert

O X
265

=
(

SA

S2
−3SAA

: · · · : · · ·
)

X
125

Jerabek

K X
67

=
(

1

b4+c4
−a4

−b2c2 : · · · : · · ·
)

X
125

Jerabek

X
7

X
1156

=
(

a

−2a2
+a(b+c)+(b−c)2

: · · · : · · ·
)

X
11

Feuerbach

X
8

X
1320

=
(

a(b+c−a)

b+c−2a
: · · · : · · ·

)

X
11

Feuerbach

X
13

X
14

X
115

Kiepert
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A

B C

P

P
(a)

P
(c)

P
(b)

r1(P )

Figure 13. r1(P ) andP are antipodal inH (P )

Remark.r1(I) = X80 is also the perspector of the reflections of the excenters in
the respective sidelines (see [42] and Figure 14). In§2.2, we have shown thatr1(I)
is the perspector of the reflection triangle ofW .

A

B C

I
a

I
b

I
c

I
a(a)

I
b(b)

I
c(c)

X80

Figure 14. r1(I) as perspector of reflections of excenters
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Proposition 11. Let P
[a]

P
[b]

P
[c] be the antipedal triangle ofP = (u : v : w).

The reflections of the circlesP [a]
BC in BC, P

[b]
CA in CA and P

[c]
AB in AB

all contain the reflection conjugater1(P ).

Proof. SinceB, P , C, andP
[a] are concyclic, so are their reflections in the line

BC. The circleP
[a]

BC is identical with the reflection of the circleP (a)
BC in

BC; similarly for the other two circles. The triad of circles therefore haver1(P )
for a common point. �

Proposition 12. Let P[a]P[b]P[c] be the pedal triangle ofP = (u : v : w). The
reflections of the circlesAP[b]P[c] in P[b]P[c], BP[c]P[a] in P[c]P[a], andCP[a]P[b]

in P[a]P[b] have a common point

r
2
(P ) = (a2(2a

2

b
2

c
2

u + c
2((a2 + b

2 − c
2)2 − 2a

2

b
2)v + b

2((c2 + a
2 − b

2)2 − 2c
2

a
2)w)

· (b2

c
2

u
2 − c

2(c2 − a
2)uv + b

2(a2 − b
2)uw − a

2(b2 + c
2 − a

2)vw) : · · · : · · · ).

P r2(P )

G (a
2
(b

4
+ c

4
− a

4
− b

2
c
2
)(a

4
(b

2
+ c

2
) − 2a

2
(b

4
− b

2
c
2

+ c
4
) + (b

2
+ c

2
)(b

2
− c

2
)
2
)

: · · · : · · · )

I (a(b
2
+ c

2
− a

2
− bc)(a

3
(b + c) − a

2
(b

2
+ c

2
) − a(b + c)(b − c)

2
+ (b

2
− c

2
)
2
)

: · · · : · · · )

O circles coincide with nine-point circle

H X1986 =

(

a
2
((b

2
+c

2
−a

2
)
2
−b

2
c
2
)(a

4
(b

2
+c

2
)−2a

2
(b

4
−b

2
c
2
+c

4
)+(b

2
+c

2
)(b

2
−c

2
)
2
)

b2+c2−a2 : · · · : · · ·

)

X186 X403

Remarks.(1) For the case of(H, X1986), see [22].

H

Ha

Hb

Hc

A

B C
X1986

Figure 15. X1986 as the common point of reflections of circumcircles of resid-
uals of orthic triangle

(2) For the pair(X186, X403),
(i) X186 is the inverse ofH in the circumcircle,
(ii) X403 is the inverse ofH in the nine-point circle (see§4 below).
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4. Inversion in the circumcircle

The inverse ofP in the circumcircle is the point

P
−1 = (a2(b2

c
2
u

2 + b
2(a2 − b

2)wu + c
2(a2 − c

2)uv − a
2(b2 + c

2 − a
2)vw)

: b
2(c2

a
2
v
2 + a

2(b2 − a
2)vw − b

2(c2 + a
2 − b

2)wu + c
2(b2 − c

2)uv)

: c
2(a2

b
2
w

2 + a
2(c2 − a

2)vw + b
2(c2 − b

2)wu − c
2(a2 + b

2 − c
2)uv)).

4.1. Bailey’s theorem.

Theorem 13 (Bailey [1, Theorem 5]). The isogonal conjugates ofP and r1(P )
are inverse in the circumcircle.

Proof. Let P = (u : v : w), so thatP ∗ = (a2
vw : b

2
wu : c

2
uv). From the above

formula,

(P ∗)−1 =
(

a
2

vw(a2

vw + (a2 − b
2)uv + (a2 − c

2)wu − (b2 + c
2 − a

2)u2) : · · · : · · ·
)

=
(

a
2

vw(−(b2 + c
2 − a

2)u(u + v + w) + a
2

vw + b
2

wu + c
2

uv) : · · · : · · ·
)

.

This clearly is the isogonal conjugate ofr1(P ) by a comparison with (4). �

4.2. The inverses ofA(a), B
(b), C

(c).

Proposition 14. The inversive images ofA(a), B
(b), C

(c) in the circumcircle are
perspective withABC at N∗.

OO

N
∗

A

B C

A
(a)

C
(c)

B
(b)

(A
(a)

)
−1

(B
(b)

)
−1

(C
(c)

)
−1

Figure 16. N
∗ as perspector of inverses of reflections of vertices in opposite sides
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Proof. These inversive images are

(A(a))−1 = (−a
2(S2 − 3SAA) : b

2(S2 + SAB) : c
2(S2 + SCA)),

(B(b))−1 = (a2(S2 + SAB) : −b
2(S2 − 3SBB) : c

2(S2 + SBC)),

(C(c))−1 = (a2(S2 + SCA) : b
2(S2 + SBC) : −c

2(S2 − 3SCC)).

From these, the trianglesABC and(A(a))−1(B(b))−1(C(c))−1 are perspective at

N
∗ =

(

a
2

S
2 + SBC

:
b
2

S
2 + SCA

:
c
2

S
2 + SAB

)

.

�

Corollary 15 (Musselman [32]). The circlesAOA
(a), BOB

(b), COC
(c) are coax-

ial with common pointsO and(N∗)−1.

O

CB

A

A
(a)

C
(c)

B
(b)

(N
∗
)
−1

N
∗

Figure 17. Coaxial circlesAPA
(a), BOB

(a), COC
(c)

Proof. Invert the configuration in Proposition 14 in the circumcircle. �

A generalization of Corollary 15 is the following.

Proposition 16 (van Lamoen [28]). The circlesAPA
(a), BPB

(b) and CPC
(c)

are coaxial if and only ifP lies on the Neuberg cubic.

Remarks.(1) Another example is the pair(I,W ).
(2) If P is a point on the Neuberg cubic, the second common point of thecircles

APA
(a), BPB

(b) andCPC
(c) is also on the same cubic.
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4.3. Perspectivity of inverses of cevian and anticevian triangles.

Proposition 17. The inversive images ofPa, Pb, Pc in the circumcircle form a
triangle perspective withABC if and only if P lies on the circumcircle or the
Euler line.

(a) If P lies on the circumcircle, the perspector is the isogonal conjugate of the
inferior of P . The locus is the isogonal conjugate of the nine-point circle (see
Figure 18).

P

Pa

Pb

Pc

P
−1

a

P
−1

b
P

−1

c

Q

O

X
∗

116

X
∗

115

X
∗

125

A

B C

Figure 18. Isogonal conjugate of the nine-point circle

(b) If P lies on the Euler line, the locus of the perspector is the bicevian conic
through the traces of the isogonal conjugates of the Kiepertand Jerabek centers
(see Figure 19).

X
∗

115

X
∗

125

A

B C

O

K

X24

X60

X1986

X143

Figure 19. The bicevian conicC (X
∗

115, X
∗

125)
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The conic in Proposition 17(b) has equation
∑

cyclic

b
4
c
4(b2 − c

2)4(b2 + c
2 − a

2)x2 − 2a6
b
2
c
2(c2 − a

2)2(a2 − b
2)2yz = 0.

P O G H N X
21

H
−1

Q O K X
24

X
143

X
60

X
1986

Remarks.(1) X21 is the Schiffler point, the intersection of the Euler lines ofIBC,
ICA, IAB (see [21]). Here is another property ofX21 relating to reflections
discovered by L. Emelyanov [11]. LetX be the reflection of the touch point of
A-excircle in the line joining the other two touch points; similarly defineY and
Z. The trianglesABC andXY Z are perspective at the Schiffler point (see Figure
20).

A

B C

I
a

I
b

I
c

X

Y

Z

X21

Figure 20. Schiffler point and reflections

(2) X24 =
(

a2(SAA−S2)

SA

: b2(SBB−S2)

SB

: c2(SCC−S2)

SC

)

is the perspector of the

orthic-of-orthic triangle (see [26]).
(3) X143 is the nine-point center of the orthic triangle.

(4) X60 =
(

a2(b+c−a)

(b+c)2
: b2(c+a−b)

(c+a)2
: c2(a+b−c)

(a+b)2

)

is the isogonal conjugate of the

outer Feuerbach pointX12.

Proposition 18. The inversive images ofP a, P
b, P

c in the circumcircle form a
triangle perspective withABC if and only ifP lies on
(1) the isogonal conjugate of the circleSAx

2 + SBy
2 + SCz

2 = 0, or
(2) the conic

b
2
c
2(b2 − c

2)x2 + c
2
a

2(c2 − a
2)y2 + a

2
b
2(a2 − b

2)z2 = 0.
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Remarks.(1) The circleSAx
2 + SBy

2 + SCz
2 = 0 is real only whenABC con-

tains an obtuse angle. In this case, it is the circle with center H orthogonal to the
circumcircle.

(2) The conic in (2) is real only whenABC is acute. It has centerE and is

homothetic to the Jerabek hyperbola, with ratio
√

1

2 cos A cos B cos C
.

5. Dual triads of concurrent circles

Proposition 19. Let X, Y, Z

X
′

, Y
′

Z
′
be two triads of points. The triad of circlesXY

′
Z

′,

Y Z
′
X

′ andZX
′
Y

′ have a common point if and only if the triad of circlesX
′
Y Z,

Y
′
ZX andZ

′
XY have a common point.

Proof. Let Q be a common point of the triad of circlesXY
′
Z

′, Y Z
′
X

′, ZX
′
Y

′.
Inversion with respect to a circle, centerQ transforms the six pointsX, Y , Z, X

′,
Y

′, Z
′ into x, y, z, x

′, y
′, z

′ respectively. Note thatxy
′
z
′, yz

′
x
′ andzx

′
y
′ are lines

bounding a trianglex′
y
′
z
′. By Miquel’s theorem, the circlesx′

yz, y
′
zx andz

′
xy

have a common pointq′. Their inversesX ′
Y Z, Y ′

ZX andZ
′
XY have the inverse

Q
′ of q

′ as a common point. �

Proposition 20(Musselman [31]). The circlesAP
(b)

P
(c), BP

(c)
P

(a), CP
(a)

P
(b)

intersect at the pointr0(P ) on the circumcircle.

O

A

B C

P

P
(a)

P
(c)

P
(b)

r0(P )

Figure 21. The circlesAP
(b)

P
(c), BP

(c)
P

(a), CP
(a)

P
(b) intersect on the circumcircle

5.1. Circles containingA(a), B
(b), C

(c).

5.1.1. The triad of circlesAB
(b)

C
(c), A

(a)
BC

(c), A
(a)

B
(b)

C . Since the circles
A

(a)
BC, AB

(b)
C andABC

(c) all contain the orthocenterH, it follows that that
the circlesAB

(b)
C

(c), A
(a)

BC
(c) andA

(a)
B

(b)
C also have a common point. This

is the pointX1157 = (N∗)−1 (see [41, 18]). The radical axes of the circumcircle
with each of these circles bound the anticevian triangle ofN

∗ (see Figure 22).
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O

CB

A

A
(a)

C
(c)

B
(b)

X1157

N
∗

Figure 22. Concurrency of circlesAB
(b)

C
(c), A

(a)
BC

(c), A
(a)

B
(b)

C

5.1.2. The tangential triangle .The circlesKa
B

(b)
C

(c), A(a)
K

b
C

(c), A(a)
B

(b)
K

c

haveX399 the Parry reflection point as a common point. On the other hand, the
circlesA

(a)
K

b
K

c, B
(b)

K
c
K

a, C
(c)

K
a
K

b are concurrent. (see [35]).

5.1.3. The excentral triangle .The circlesA(a)
I

b
I

c, Ia
B

(b)
I

c, Ia
I

b
C

(c) also have
the Parry reflection pointX399 as a common point (see Figure 23).

O

A

B C

I
a

I
b

I
c

A
(a)

C
(c)

B
(b)

E

X399

Figure 23. The Parry reflection pointX399

The Parry reflection pointX399, according to Evans [12], is also the common
point of the circlesII

a
A

(a), II
b
B

(b) andII
c
C

(c).
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By Proposition 19, the circlesIa
B

(b)
C

(c), A
(a)

I
b
C

(c) andA
(a)

B
(b)

I
c have a

common point as well. Their centers are perspective withABC at the point

(a(a2(a + b + c) − a(b2 − bc + c
2) − (b + c)(b − c)2) : · · · : · · · )

on theOI line.

5.1.4. Equilateral triangles on the sides .Forε = ±1, letAε, Bε, Cε be the apices
of the equilateral triangles erected on the sidesBC, CA, AB of triangleABC

respectively, on opposite or the same sides of the vertices according asε = 1 or
−1. Now, for ε = ±1, the circlesA(a)

BεCε, B
(b)

CεAε, C
(c)

AεBε are concurrent
at the superior of the Fermat pointF−ε (see [36]).

5.1.5. Degenerate triangle of reflections .

Proposition 21 ([18, Theorem 4]). Suppose the nine-point centerN of triangle
ABC lies on the circumcircle.
(1) The reflection triangleA(a)

B
(b)

C
(c) degenerates into a lineL.

(2) If X, Y , Z are the centers of the circlesBOC, COA, AOB, the linesAX,
BY , CZ are all perpendicular toL.
(3) The circlesAOA

(a), BOB
(b), COC

(c) are mutually tangent atO. The line
joining their centers is the parallel toL throughO.
(4) The circlesAB

(b)
C

(c), BC
(c)

A
(a), CA

(a)
B

(b) pass throughO.

O

N
A

CB

A
(a)

B
(b)

C
(c)

Figure 24. Triangle with degenerate triangle of reflections

5.2. Reflections in a point.

Proposition 22. GivenP = (u : v : w), let X, Y , Z be the reflections ofA, B, C

in P .
(a) The circlesAY Z, BZX, CXY have a common point a point

r3(P ) =

(

1

c
2
v(w + u − v) − b

2
w(u + v − w)

: · · · : · · ·

)
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which is also the fourth intersection of the circumcircle and the circumconic with
centerP (see Figure 25).

O

A

B
C

P

X

YZ

r3(P )

Figure 25. CirclesAY Z, BZX, CXY throughr3(P ) on circumcircle and
circumconic with centerP

(b) The circlesXBC, Y CA andZAB intersect have a common point

r4(P ) =

(

v + w − u

2a2
vw − (v + w − u)(bw + cv)

: · · · : · · ·

)

which is the antipode ofr3(P ) on the circumconic with centerP (see Figure 26).
It is also the reflection conjugate of the superior ofP .

A

B
C

P

X

YZ

r4(P )

Figure 26. CirclesXBC, Y CA, ZAB throughr4(P ) circumconic with centerP
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(c) For a givenQ on the circumcircle, the locus ofP for which r3(P ) = Q is
the bicevian conicC (G,Q).

Here are some examples ofr3(P ) andr4(P ).

P G I N K X
9

X
10

X
2482

X
214

X
1145

r
3
(P ) X

99
X

100
E E X

100
X

100
X

99
X

100
X

100

r
4
(P ) r

1
(G) X

1320
r
1
(O) X

895
X

1156
X

80
G I N

a

6. Reflections and Miquel circles

6.1. The reflection ofI in O. If X, Y , Z are the points of tangency of the excircles
with the respective sides, the Miquel point of the circlesAY Z, BZX, CXY is
the reflection ofI in O, which isX40 in ETC. It is also the circumcenter of the
excentral triangle.

X

A

B C

I
a

I
b

I
c

Y

Z

I
′

Figure 27. Reflection ofI in O as a Miquel point

6.2. Miquel circles. For a real numbert, we consider the triad of points

Xt = (0 : 1 − t : t), Yt = (t : 0 : 1 − t), Zt = (1 − t : t : 0)

on the sides of the reference triangle. The circlesAYtZt, BZtXt andCXtYt inter-
sect at the Miquel point

Mt =
(

a
2(b2

t
2 + c

2(1 − t)2 − a
2
t(1 − t))

: b
2(c2

t
2 + a

2(1 − t)2 − b
2
t(1 − t))

: c
2(a2

t
2 + b

2(1 − t)2 − c
2
t(1 − t))

)

.
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O

K

A

B CXt

Yt

Zt

Mt

Pt
X115

X125

Figure 28. Miquel circles and their reflections

The locus ofMt is the Brocard circle with diameterOK, as is evident from the
data in the table below; see Figure 28 and [37, 17].

t Mt Pt

0 Ω =
1

b2
:

1

c2
:

1

a2

1

c2−a2 :
1

a2
−b2

:
1

b2−c2

1

2
O X115 = ((b

2
− c

2
)
2

: (c
2
− a

2
)
2

: (a
2
− b

2
)
2
)

1 Ω
′

=
1

c2
:

1

a2 :
1

b2

1

a2
−b2

:
1

b2−c2
:

1

c2−a2

∞ K ((b
2
− c

2
)(b

2
+ c

2
− 2a

2
) : · · · : · · · )

a
2
b
2
−c

4

(b2−c2)(a2+b2+c2)
B1 = a

2
: c

2
: b

2
−(b

4
− c

4
) : b

2
(c

2
− a

2
) : c

2
(a

2
− b

2
)

c
2
a
2
−b

4

(c2−a2)(a2+b2+c2)
B2 = c

2
: b

2
: a

2
a
2
(b

2
− c

2
) : −(c

4
− a

4
) : c

2
(a

2
− b

2
)

a
2
b
2
−c

4

(a2
−b2)(a2+b2+c2)

B3 = b
2

: a
2

: c
2

a
2
(b

2
− c

2
) : b

2
(c

2
− a

2
) : −(a

4
− b

4
)

6.3. Reflections of Miquel circles.LetAt, Bt, Ct be the reflections ofA in YtZt, B
in ZtXt, C in XtYt. The circlesAtYtZt, BtZtXt andCtXtYt also have a common
point

Pt = ((b2 − c
2)((c2 − a

2)t + (a2 − b
2)(1 − t))

: (c2 − a
2)((a2 − b

2)t + (b2 − c
2)(1 − t))

: (a2 − b
2)((b2 − c

2)t + (c2 − a
2)(1 − t))).

For t = 1

2
, all three reflections coincide with the nine-point circle.However,Pt

approaches the Kiepert centerX115 = ((b2 − c
2)2 : (c2 − a

2)2 : (a2 − b
2)2) as

t → 1

2
. The locus ofPt is the line

x

b
2 − c

2
+

y

c
2 − a

2
+

z

a
2 − b

2
= 0,
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which clearly contains both the Kiepert centerX115 and the Jerabek centerX125

(see Figure 28). This line is the radical axis of the nine-point circle and the pedal
circle ofG. These two centers are the common points of the two circles (see Figure
29).

G

N

O

A

B C

X115

X125

Figure 29. X115 andX125 as the intersections of nine-point circle and pedal
circle ofG

6.4. Reflections of circles of anticevian residuals.Consider pointsXt, Y t, Zt such
thatA, B, C divide Y

t
Z

t, Z
t
X

t, X
t
Y

t respectively in the ratio1 − t : t. Figure
30 shows the construction of these points fromXt, Yt, Zt and the midpoints of the
sides. Explicitly,

X
t = (−t(1 − t) : (1 − t)2 : t

2),

Y
t = (t2 : −t(1 − t) : (1 − t)2),

Z
t = ((1 − t)2 : t

2 : −t(1 − t)).

A

B CMa

MbMc

Xt

Yt

Zt

X
′

Y
′

Z
′

X
t

Y
t

Z
t

Figure 30. Construction ofXt
Y

t
Z

t from XtYtZt
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The circlesXt
BC, Y t

CA, Zt
AB intersect at the isogonal conjugate ofMt. The

locus of the intersection is therefore the isogonal conjugate of the Brocard circle.
On the other hand, the reflections of the circlesXtBC, YtCA, ZtAB intersect at
the point
(

1

(b2 + c2 − 2a2)t + (a2 − b2)
:

1

(c2 + a2 − b2)t + (b2 − c2)
:

1

(a2 + b2 − c2)t + (c2 − a2)

)

,

which traverses the Steiner circum-ellipse.

7. Reflections of a point in various triangles

7.1. Reflections in the medial triangle.If P = (u : v : w), the reflections in the
sides of the medial triangle are

X
′ = ((SB + SC)(v + w) : SBv − SC(w − u) : SCw + SB(u − v)),

Y
′ = (SAu + SC(v − w) : (SC + SA)(w + u) : SCw − SA(u − v)),

Z
′ = (SAu − SB(v − w) : SBv + SA(w − u) : (SA + SB)(u + v)).

Proposition 23. The reflection triangle ofP in the medial triangle is perspective
with ABC if and only ifP lies on the Euler line or the nine-point circle ofABC.

(a) If P lies on the Euler line, the perspector traverses the Jerabekhyperbola.
(b) If P lies on the nine-point circle, the perspector is the infinitepoint which is

the isogonal conjugate of the superior ofP .

Remarks.(1) If P = Et, then the perspectorQ = E
∗

t′ , where

t
′ =

a
2
b
2
c
2(1 − t)

a
2
b
2
c
2(1 − t) − 4SABC(1 − 2t)

.

P G O H N X
25

X
403

X
427

X
429

X
442

E
∞

Q H
•

X
68

H O X
66

X
74

K X
65

X
72

X
265

(2) ForP = G, these reflections are the points

X
′ = (2a2 : SB : SC), Y

′ = (SA : 2b2 : SC), Z
′ = (SA : SB : 2c2).

They are trisection points of the correspondingH
•−cevian (see Figure 31(a)). The

perspector ofX ′
Y

′
Z

′ is X69 = H
•.

(3) If P = N , the circumcenter of the medial triangle, the circle through its
reflections in the sides of the medial triangle is congruent to the nine-point circle
and has center at the orthocenter of the medial triangle, which is the circumcenterO
of triangleABC. These reflections are therefore the midpoints of the circumradii
OA, OB, OC (see Figure 31(b)).

(4) X25 =
(

a2

b2+c2−a2 : b2

c2+a2
−b2

: c2

a2+b2−c2

)

is the homothetic center of the

tangential and orthic triangles. It is also the perspector of the tangential triangle
and the reflection triangle ofK. In fact,

A
′
X

′ : X
′
Ha = a

2 : SA, B
′
Y

′ : Y
′
Hb = b

2 : SB , C
′
Z

′ : Z
′
Hc = c

2 : SC .

(5) X427 =
(

b2+c2

b2+c2−a2 : c2+a2

c2+a2
−b2

: a2+b2

a2+b2−c2

)

is the inverse ofX25 in the or-

thocentroidal circle. It is also the homothetic center of the orthic triangle and the
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H
•

A

B C

G

X
′

Y
′

Z
′

(a) Reflections ofG

O
N

X

YZ

A

B C

Y
′

X
′

Z
′

(b) Reflections ofN

Figure 31. Reflections in the medial triangle

triangle bounded by the tangents to the nine-point circle atthe midpoints of the
sidelines (see [7]).

(6) If P is on the nine-point circle, it is the inferior of a pointP
′ on the cir-

cumcircle. In this case, the perspectorQ is the infinite point which is the isogonal
conjugate ofP ′. In particular, for the Jerabek centerJ = X125 (which is the in-
ferior of the Euler reflection pointE = X110), the reflections are the pedals of the
vertices on the Euler line. The perspector is the infinite point of the perpendicular
to the Euler line (see Figure 32).

O

N

H

J

G

X

YZ

A

B C

E

Y
′

X
′

Z
′

Figure 32. Reflections of Jerabek center in medial triangle

Proposition 24. The reflections ofAP , BP , CP in the respective sidelines of the
medial triangle are concurrrent(i.e., triangleX ′

Y
′
Z

′ is perspective with the orthic
triangle) if and only ifP lies on the Jerabek hyperbola ofABC. AsP traverses
the Jerabek hyperbola, the locus of the perspector is the Euler line (see Figure 33).
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A

B C

H

G

Ma

MbMc

P

Q

Ha

Hb

Hc

Figure 33. Reflections in medial triangle

Remark.The correspondence is the inverse of the correspondence in Proposition
23(a).

7.2. Reflections in the orthic triangle.

Proposition 25. The reflection triangle ofP in the orthic triangleHaHbHc is
perspective withABC if and only ifP lies on the cubic

∑

cyclic

u

b
2 + c

2 − a
2

(

f(c, a, b)v2 − f(b, c, a)w2
)

= 0. (5)

where

f(a, b, c) = a
4(b2 + c

2) − 2a2(b4 − b
2
c
2 + c

4) + (b2 + c
2)(b2 − c

2)2.

The locus of the perspectorQ is the cubic
∑

cyclic

a
2(S2 − 3SAA)x

b
2 + c

2 − a
2

(

c
4(S2 − SCC)y2 − b

4(S2 − SBB)z2
)

= 0. (6)

Remarks.(1) The cubic (5) is the isocubic pK(X3003, H), labeled K339 in TCT.
(2) The cubic (6) is the isocubic pK(X186, X571) (see Figure 34).
(3) Here are some correspondences of

P H O X
1986

Q X
24

O X
186

The reflection triangle ofH in the orthic triangle is homothetic toABC at

X24 =
(

a2(SAA−S2)

SA
: b2(SBB−S2)

SB
: c2(SCC−S2)

SC

)

.
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X24

X1986

O
H

I

A

B C

Figure 34. The cubics K339 and pK(X186 , X571)

7.3. Reflections in the pedal triangle.

Proposition 26. The reflection triangle ofP in its pedal triangle are perspective
with
(a)ABC if and only ifP lies on the orthocubic cubic

∑

cyclic

SBCx(c2
y

2 − b
2
z
2) = 0, (7)

(b) the pedal triangle if and only ifP lies on the Neuberg cubic(1).

O

H

I

X46

A

B C

Figure 35. The orthocubic cubic
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Remarks.(1) The orthocubic defined by (7) is the curve K006 in CTC.
(2) Both cubics contain the pointsI, O, H. Here are the corresponding perspec-

tors.

P I O H

perspector withABC I X
68

X
24

perspector with pedal triangleI O

The missing entry is the perspector of the orthic triangle and the reflection tri-
angle ofH in the orthic triangle; it is the triangle center

(a2
SBC(3S2 − SAA)(a2

b
2
c
2 + 2SA(S2 + SBC)) : · · · : · · · ).

7.4. Reflections in the reflection triangle.

Proposition 27. The reflections ofP in the sidelines of its reflection triangle are
perspective with
(a)ABC if and only ifP lies on the Napoleon cubic(3).
(b) the reflection triangle if and only ifP lies on the Neuberg cubic(1).

Remark.Both cubics contain the pointsI, O, H. Here are the corresponding
perspectors.

P I O H

perspector withABC I X265 X186

perspector with reflection triangleI O

The missing entry is the perspector ofH
(a)

H
(b)

H
(c) and the reflection triangle

of H in H
(a)

H
(b)

H
(c); it is the triangle center

(a2
SBC(a2

b
2
c
2(3S2 − SAA) + 8SA(S2 + SBC)(S2 − SAA)) : · · · : · · · ).

8. Reflections in lines

8.1. Reflections in a line.

Proposition 28. Let ℓ be a line through the circumcenterO, andA
′
B

′
C

′ be the
reflection ofABC in ℓ. A

′
B

′
C

′ is orthologic toABC at the fourth intersection
of the circumcircle and the rectangular circum-hyperbola which is the isogonal
conjugate ofℓ (see Figure 36).

Remarks.(1) By symmetry, ifA′
B

′
C

′ is orthologic toABC at Q, thenABC is
orthologic toA

′
B

′
C

′ at the reflection ofQ in the lineℓ.

Line ℓ Q Q
′

Euler line X
74

=
(

a
2

S2
−3SBC

: :
)

X
477

Brocard axis X
98

=
(

1

SBC−SAA
: · · · : · · ·

)

X
2698

OI X
104

=
(

a

a2
(b+c)−2abc−(b+c)(b−c)2

: · · · : · · ·
)

X
953

(2) The orthology is valid ifℓ is replaced by an arbitrary line.
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ℓ

O

Q

Q
′

H

A
′

B
′

C
′

A

B
C

Figure 36. Orthology of triangles symmetric inℓ

Proposition 29. Let ℓ be a line through a given pointP , andA
′, B

′, C
′ the reflec-

tions ofA, B, C in ℓ. The linesA′
P , B

′
P , C

′
P intersect the sidelinesBC, CA,

AB respectively atX, Y , Z. The pointsX, Y , Z are collinear, and the lineL
containing them envelopes the inscribed conic withP as a focus(see Figure 37).

ℓ

L

X

Y

Z

P

A
′

B
′

C
′

A

B
C

Figure 37. LineL induced by reflections inℓ
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Proof. Let ℓ be the line joiningP = (u : v : w) andQ = (x : y : z). The lineL

containingX, Y , Z is
∑

cyclic

uX

(b2
u

2 + 2SCuv + a
2
v
2)(uz − wx)2 − (a2

w
2 + 2SBwu + c

2
u

2)(vx − uy)2
= 0,

equivalently with line coordinates
(

u

(b2
u

2 + 2SCuv + a
2
v
2)(uz − wx)2 − (a2

w
2 + 2SBwu + c

2
u

2)(vx − uy)2
: · · · : · · ·

)

.

Now, the inscribed conicC with a focus atP = (u : v : w) has center the midpoint
betweenP andP

∗ and perspector
(

1

u(c2
v
2 + 2SAvw + b

2
w

2)
:

1

v(a2
w

2 + 2SBwu + c
2
u

2)
:

1

w(b2
u

2 + 2SCuv + a
2
w

2)

)

.

Its dual conic is the circumconic
∑

cyclic

u(c2
v
2 + 2SAvw + b

2
w

2)

X
= 0,

which, as is easily verified, contains the lineL (see [38,§10.6.4]). This means
thatL is tangent to the inscribed conicC . �

Remarks.(1) For the collinearity ofX, Y , Z, see [23].
(2) The lineL touches the inscribed conicC at the point

(

1

u(c2v2 + 2SAvw + b2w2)

(

(uz − wx)
2

a2w2 + 2SBwu + c2u2
−

(vx − uy)
2

b2u2 + 2SCuv + a2v2

)2

: · · · : · · ·

)

.

(i) If P = I, then the lineL is tangent to the incircle. For example, ifℓ is the
OI-line, thenL touches the incircle at

X3025 = (a2(b − c)2(b + c − a)(a2 − b
2 + bc − c

2) : · · · : · · · ).

(ii) If P is a point on the circumcircle, then the conicC is an inscribed parabola,
with focusP and directrix the line of reflections ofP (see§1.2). If we takeℓ to be
the diameterOP , then the lineL touches the parabola at the point

(a4(b2 − c
2)(S2 − 3SAA)2 : · · · : · · · ).

(3) Letℓ be the Euler line. The two linesL corresponding toO andH intersect
at

X3258 = ((b2 − c
2)2(S2 − 3SBC)(S2 − 3SAA) : · · · : · · · )

on the nine-point circle, the inferior ofX476, the reflection ofE in the Euler line
(see [15]). More generally, for isogonal conjugate pointsP andP

∗ on the Macay
cubic K003, i.e., pK(K,O), the two corresponding linesL with respect to the
line PP

∗ intersect at a point on the common pedal circle ofP andP
∗. For other

results, see [24, 16].
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8.2. Reflections of lines in cevian triangle.

Proposition 30 ([9]). The reflection triangle ofP = (u : v : w) in the cevian
triangle ofP is perspective withABC at

r5(P ) =

(

u

(

−
a

2

u
2

+
b
2

v
2

+
c
2

w
2

+
b
2 + c

2 − a
2

vw

)

: · · · : · · ·

)

. (8)

A

B C

P

Pa

Pb

Pc

X

Y

Z

r5(P )

Figure 38. Reflections in sides of cevian triangle

Proof. Relative to the trianglePaPbPc, the coordinates ofP are(v + w : w + u :
u + v). Similarly, those ofA, B, C are

(−(v+w) : w+u : u+v), (v+w : −(w+u) : u+v), (v+w : w+u : −(u+v)).

TriangleABC is the anticevian triangle ofP relative toPaPbPc. The perspectivity
of ABC and the reflection triangle ofP in PaPbPc follows from Proposition 6.

The reflection ofP in the linePbPc is the point

X =

(

u

(

3a
2

u
2

+
b
2

v
2

+
c
2

w
2

−
b
2 + c

2 − a
2

vw

+
2(c2 + a

2 − b
2)

wu

+
2(a2 + b

2 − c
2)

uv

)

: v

(

a
2

u
2

−
b
2

v
2

+
c
2

w
2

+
c
2 + a

2 − b
2

wu

)

: w

(

a
2

u
2

+
b
2

v
2

−
c
2

w
2

+
a
2 + b

2 − c
2

uv

))

.

Similarly, the coordinates of the reflectionsY of P in PcPa, andZ of P in PaPb

can be written down. From these, it is clear that the linesAX, BY , CZ intersect
at the point with coordinates given in (8). �

The triangleXY Z is clearly orthologic with the cevian trianglePaPbPc, since
the perpendiculars fromX to PbPc, Y to PcPa, andZ to PaPb intersect atP . It
follows that the perpendiculars fromPa to Y Z, Pb to ZX, andPc to XY are also
concurrent. The point of concurrency is

r6(P ) =

(

u

(

a
2

u
2

+
b
2

v
2

+
c
2

w
2

+
b
2 + c

2 − a
2

vw

)

: · · · : · · ·

)

.
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In fact,Pa, Pb, Pc lie respectively on the perpendicular bisectors ofY Z, ZX, XY .
The pointr6(P ) is the center of the circleXY Z (see Figure 39). As such, it is the
isogonal conjugate ofP in its own cevian triangle.

A

B C

P

Pa

PbPc

X

Y

Z

r6(P )

Figure 39. Circumcircle of reflections in cevian triangle

P I G H G
e

X
99

X
100

E

r
5
(P ) X

35
H

•

X
24

X
57

X
∗

115
F

∗

e
X

∗

125

r
6
(P ) X

141
H X

354
X

1618

Remarks.(1) In ETC,r5(P ) is called the Orion transform ofP .
(2) X35 = (a2(b2 +c

2−a
2 +bc) : b

2(c2 +a
2−b

2 +ca) : c
2(a2 +b

2−c
2 +ab))

dividesOI in the ratioR : 2r. On the other hand,

r6(I) = (a2(b2 + c
2−a

2 +3bc) : b
2(c2 +a

2− b
2 +3ca) : c

2(a2 + b
2− c

2 +3ab))

divides OI in the ratio3R : 2r (see also Remark (3) following Proposition 31
below).

8.3. Reflections of sidelines of cevian triangles.LetP be a point with cevian trian-
glePaPbPc. It is clear that the linesBC, PbPc, and their reflections in one another
concur at a point on the trilinear polar ofP (see Figure 40).

This is the same for lineCA, PcPa and their reflections in one another; similarly
for AB andPaPb. Therefore, the following four triangles are line-perspective at
the trilinear polars ofP :
(i) ABC,
(ii) the cevian triangle ofP ,
(iii) the triangle bounded by the reflections ofPbPc in BC, PcPa in CA, PaPb in
AB,
(iv) the triangle bounded by the reflections ofBC in PbPc, CA in PcPa, AB in
PaPb.
It follows that these triangles are also vertex-perspective (see [25, Theorems 374,
375]. Clearly ifP is the centroidG, these triangles are all homothetic atG.
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A

B C

P

Pa

Pb

Pc

P
′

a

P
′

b

Figure 40. Reflections of sidelines of cevian triangle

Proposition 31. LetPaPbPc be the cevian triangle ofP = (u : v : w).
(a)The reflections ofPbPc in BC, PcPa in CA, andPaPb in AB bound a triangle
perspective withABC at

r7(P ) =

(

a
2

u((c2 + a
2 − b

2)v + (a2 + b
2 − c

2)w)
: · · · : · · ·

)

.

(b) The reflections ofBC in PbPc, CA in PcPa, andAB in PaPb bound a triangle
perspective withABC at

r
8
(P ) =

(

a
2

vw + u(SBv + SCw)

−3a
2
v
2
w

2 + b
2
w

2
u

2 + c
2
u

2
v
2 − 2uvw(SAu + SBv + SCw)

: · · · : · · ·

)

.

Here are some examples.

P I O H K X
19

E X
393

r
7
(P ) X

21
X

1105
O N

•

X
1444

X
925

H
•

Remarks.(1) The pair(X19, X1444).

(i) X19 =
(

a
SA

: b
SB

: c
SC

)

is the Clawson point. It is the perspector of the triangle

bounded by the common chords of the circumcircle with the excircles.

(ii) X1444 =
(

aSA

b+c
: bSB

c+a
: cSC

a+b

)

is the intersection ofX3X69 andX7X21.

(2) X393 =
(

1

SAA
: 1

SBB
: 1

SCC

)

is the barycentric square of the orthocenter.

Let HaHbHc be the orthic triangle, andAb, Ac the pedals ofHa on CA andAB

respectively, andA′ = BAc ∩ CAb. Similarly defineB
′ andC

′. The linesAA
′,

BB
′, CC

′ intersect atX393 (see [40]).
(3) The coordinates ofr8(P ) are too complicated to list here. ForP = I, the

incenter, note that
(i) r8(I) = X942 = (a(a2(b + c) + 2abc − (b + c)(b − c)2) : · · · : · · · ), and
(ii) the reflections ofBC in PaPb, CA in PcPa, andAB in PaPb form a triangle
perspective withPaPbPc at r6(I) which dividesOI in the ratio3R : 2r.
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8.4. Reflections ofH in cevian lines.

Proposition 32(Musselman [33]). Given a pointP , let X, Y , Z be the reflections
of the orthocenterH in the linesAP , BP , CP respectively. The circlesAPX,
BPY , CPZ have a second common point

r9(P ) =

(

1

−2S2
vw + SA(a2

vw + b
2
wu + c

2
uv)

: · · · : · · ·

)

.

Remark.r9(P ) is also the second intersection of the rectangular circum-hyperbola
H (P ) (throughH andP ) with the circumcircle (see Figure 41).

P

X

Y

Z

r9(P )

H

A

B C

Figure 41. Triad of circles through reflections ofH in three cevian lines

8.5. Reflections in perpendicular bisectors.

Proposition 33 ([8]). Given a pointP with reflectionsX, Y , Z in the perpendic-
ular bisectors ofBC, CA, AB respectively, the triangleXY Z is perspective with
ABC if and only ifP lies on the circumcircle or the Euler line.

(a) If P is on the circumcircle, the linesAX, BY , CZ are parallel. The per-
spector is the isogonal conjugate ofP (see Figure 42).

(b) If P = Et on the Euler line, then the perspector isE∗

t′ on the Jerabek
hyperbola, where

t
′ =

a
2
b
2
c
2(1 + t)

a
2
b
2
c
2(1 + t) − (b2 + c

2 − a
2)(c2 + a

2 − b
2)(a2 + b

2 − c
2)t

(see Figure 43).
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I

A

B C

O

H

PX

Y

Z

Figure 42. Reflections ofP on circumcircle in perpendicular bisectors

A

B C

O

H

P
X

Y

Z

Q

Figure 43. Reflections ofP on Euler line in perpendicular bisectors

8.6. Reflections in altitudes.Let X, Y , Z be the reflections ofP in the altitudes of
triangleABC. The linesAX, BY , CZ are concurrent (at a pointQ) if and only if
P lies on the reflection conjugate of the Euler line. The perspector lies on the same
cubic curve (see Figure 44). This induces a conjugation on the cubic.
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A

B
C

H

Ha

Hb

Hc

PX

Y

Z

r1(P ) X
′

Y
′

Z
′

Figure 44. Reflections in altitudes and the reflection conjugate of the Euler line

Proposition 34. The reflections ofr1(Et) in the altitudes are perspective with
ABC at r1(Et′) if and only if

tt
′ =

a
2
b
2
c
2

a
2
b
2
c
2 − (b2 + c

2 − a
2)(c2 + a

2 − b
2)(a2 + b

2 − c
2)

.

9. Reflections of lines in the cevian triangle of incenter

Let IaIbIc be the cevian triangle ofI.

Proposition 35([20, 44]). The reflections ofIbIc in AIa, IcIa in BIb, andIaIb in
CIc bound a triangle perspective withABC at

X81 =

(

a

b + c

:
b

c + a

:
c

a + b

)

(see Figure 45).

Proof. The equations of these reflection lines are

−bcx + c(c + a − b)y + b(a + b − c)z = 0,

c(b + c − a)x − cay + a(a + b − c)z = 0,

b(b + c − a)x + a(c + a − b)y − abz = 0.

The last two lines intersect at the point

(−a(b2 + c
2 − a

2 − bc) : b(a + b)(b + c − a) : c(c + a)(b + c − a)).

With the other two points, this form a triangle perspective with ABC at X81 with
coordinates indicated above. �

Remark.X81 is also the homothetic center ofABC and the triangle bounded by
the three lines each joining the perpendicular feet of a trace of an angle bisector on
the other two angle bisectors ([39]).
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I

A

B CX

Y
Z

X81

X
′

Z
′

Y
′

Figure 45. Reflections in the cevian triangle of incenter

Proposition 36. The reflections ofBC in AIa, CA in BIb, andAB in CIc bound
a triangle perspective withIaIbIc at

X55 = (a2(b + c − a) : b
2(c + a − b) : c

2(a + b − c)).

A

B C

I

Ia

Ib

Ic

X55

X

Y

Z

Figure 46. Reflections in angle bisectors
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Proposition 37([43]). The reflections ofAIa in IbIc, BIb in IcIa, andCIc in IaIb

are concurrent at a point with coordinates

(a(a6 + a
5(b + c) − 4a

4

bc − a
3(b + c)(2b

2 + bc + 2c
2)

− a
2(3b

4 − b
2

c
2 + 3c

4) + a(b + c)(b − c)2(b2 + 3bc + c
2) + 2(b − c)2(b + c)4)

: · · · : · · · )

(see Figure 47).

I

A

B CIa

Ib

Ic

Q

Figure 47. Reflections of angle bisectors in the sidelines ofcevian triangle of incenter

10. Reflections in a triangle of feet of angle bisectors

Let P be a given point. Consider the bisectors of anglesBPC, CPA, APB,
intersecting the sidesBC, CA, AB atDa, Db, Dc respectively (see Figure 48).

Proposition 38. The reflections of the linesAP in DbDc, BP in DcDa, andCP

in DaDb are concurrent.

Proof. Denote byx, y, z the distances ofP from A, B, C respectively. The point
Da dividesBC in the ratioy : z and has homogeneous barycentric coordinates
(0 : z : y). Similarly, Db = (z : 0 : x) andDc = (y : x : 0). These can be
regarded as the traces of the isotomic conjugate of the point(x : y : z). Therefore,
we consider a more general situation. Given pointsP = (u : v : w) andQ =
(x : y : z), let DaDbDc be the cevian triangle ofQ•, the isotomic conjugate ofQ.
Under what condition are the reflections of the ceviansAP , BP , CP in the lines
DbDc, DcDa, DaDb concurrent?

The lineDbDc being−xX + yY + zZ = 0, the equation of the reflection of the
cevianAP in DbDc is

(−x((c
2

+ a
2
− b

2
)x − (b

2
+ c

2
− a

2
)y + 2c

2
z)v + x((a

2
+ b

2
− c

2
)x + 2b

2
y − (b

2
+ c

2
− a

2
)z)w)X

+ (y((c
2

+ a
2
− b

2
)x − (b

2
+ c

2
− a

2
)y + 2c

2
z)v + (a

2
x
2
− b

2
y
2

+ c
2
z
2

+ (c
2

+ a
2
− b

2
)zx)w)Y

− ((a
2
x
2

+ b
2
y
2
− c

2
z
2

+ (a
2

+ b
2
− c

2
)xy)v + z((a

2
+ b

2
− c

2
)x + 2b

2
y − (b

2
+ c

2
− a

2
)z)w)Z

= 0.
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A

B C

P

Da

Db

Dc

Figure 48. Reflections in a triangle of feet of angle bisectors

By permutating cyclicallyu, v, w; x, y, z; X, Y, Z, we obtain the equations
of the reflections ofBP in DcDa andCP in DaDb. The condition for the con-
currency of the three lines isF = 0, whereF is a cubic form inu, v, w with
coefficients which are sextic forms inx, y, z given in the table below.

term coefficient

vw
2

a
2
zx(−a

2
x

2
+ b

2
y
2

+ c
2
z
2

+ (b
2
+ c

2
− a

2
)yz)·

(a
2
x

2
− 3b

2
y
2

+ c
2
z
2

+ (b
2
+ c

2
− a

2
)yz + (c

2
+ a

2
− b

2
)zx − (a

2
+ b

2
− c

2
)xy)

v
2
w −a

2
xy(−a

2
x

2
+ b

2
y
2
+ c

2
z
2
+ (b

2
+ c

2
− a

2
)yz)·

(a
2
x

2
+ b

2
y
2
− 3c

2
z
2

+ (b
2
+ c

2
− a

2
)yz − (c

2
+ a

2
− b

2
)zx + (a

2
+ b

2
− c

2
)xy)

wu
2

b
2
xy(a

2
x

2
− b

2
y
2
+ c

2
z
2

+ (c
2
+ a

2
− b

2
)zx)·

(a
2
x

2
+ b

2
y
2
− 3c

2
z
2
− (b

2
+ c

2
− a

2
)yz + (c

2
+ a

2
− b

2
)zx + (a

2
+ b

2
− c

2
)xy)

w
2
u −b

2
yz(a

2
x

2
− b

2
y
2
+ c

2
z
2

+ (c
2

+ a
2
− b

2
)zx)·

(−3a
2
x

2
+ b

2
y
2
+ c

2
z
2
− (b

2
+ c

2
− a

2
)yz + (c

2
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By substituting
x
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which are proportional to the squares of the distancesAP , BP , CP respectively,
with the help of a computer algebra system, we verify thatF = 0. Therefore
we conclude that the reflections ofAP , BP , CP in the sidelines ofDaDbDc do
concur. �
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In the proof of Proposition 38, if we takeQ = G, the centroid, this yields
Proposition 24. On the other hand, ifQ = X8, the Nagel point, we have the
following result.

Proposition 39. The locus ofP for which the reflections of the ceviansAP , BP ,
CP in the respective sidelines of the intouch triangle is the union of the circumcir-
cle and the lineOI:

∑

cyclic

bc(b − c)(b + c − a)X = 0.

(a) If P is on the circumcircle, the cevians are parallel, with infinite point the isog-
onal conjugate ofP (see Figure 49).

A

B C

I

O

P

X

Y

Z

Figure 49. Reflections of cevians ofP in the sidelines of the intouch triangle

(b) If P is on the lineOI, the point of concurrency traverses the conic
∑

cyclic

(b − c)(b + c − a)2x2 + (b − c)(c + a − b)(a + b − c)yz = 0,

which is the Jerabek hyperbola of the intouch triangle(see Figure 50). It has center

(a(c + a − b)(a + b − c)(a2(b + c) − 2a(b2 + c
2) + (b3 + c

3)) : · · · : · · · ).

Finally, if we takeQ =
(

u
a2 : v

b2
: w

c2

)

in the proof of Proposition 38, we obtain
the following result.

Proposition 40. Let P ∗

a P
∗

b P
∗

c be the cevian triangle of the isogonal conjugate of
P . The reflections ofAP in P

∗

b P
∗

c , BP in P
∗

c P
∗

a , CP in P
∗

a P
∗

b are concurrent(see
Figure 51).
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Figure 50. Reflections of cevians ofP in the sidelines of the intouch triangle
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Q

Figure 51. Reflections of cevians ofP in cevian triangle ofP ∗

A special case is Proposition 37 above. ForP = X3 = O, the common point
is X3 = O. This is because the cevian triangle ofO

∗ = H is the orthic triangle,
and the radiiOA, OB, OC are perpendicular to the respective sides of the orthic
triangle. Another example is(P,Q) = (K, X427).
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Synopsis

Triangle
centers References

Fe Table following Thm. 4
Table following Prop. 10

F± End of§2.2
Table following Prop. 10

J± Prop. 1(c); end of§2.2
Ω, Ω

′ Table in§6.3
E Rmk (3) following Thm. 3; Figure 4

Table following Thm. 4
Rmk (1) following Prop. 9
Table following Prop. 22
Table in§8.2
Table following Prop. 31

E∞ Rmk following Prop. 7
Rmk (2) following Prop. 9

W = X484 Rmk (2) following Prop. 7
Rmk following Prop. 16

N
∗ Rmk (1) following Prop. 5

Rmk (2) following Prop. 9
Prop. 14

X19 Rmk (1) following Prop. 31
X21 Rmk (1) following Prop. 17

Table following Prop. 31
X24 Rmk (2) following Prop. 17

Rmk (3) following Prop. 25
Table in Rmk (2) following Prop. 12
Table in§8.2

X25 = H/K Table following Prop. 6
Rmk (4) following Prop. 23

X35 Rmk (2) at the end of§8.2
X40 §6.1
X46 = H/I Table following Prop. 6
X52 = H/N Table following Prop. 6
X55 = G

∗

e Prop. 36
X57 Table in§8.2
X59 = F

∗

e Table in§8.2
X60 Rmk (4) following Prop. 17
X65 Table in Rmk (1) following Prop. 23
X66 Table in Rmk (1) following Prop. 23
X67 Table following Prop. 10
X68 Table in Rmk (1) following Prop. 23

Table in Rmk (2) following Prop. 12
X69 = H

• Table in Rmk (1) following Prop. 23
Table in§8.2
Table following Prop. 31

X72 Table in Rmk (1) following Prop. 23
X74 Table in Rmk (1) following Prop. 23

Table in Rmk (1) following Prop. 28

Triangle
centers References

X79 Rmk (1) following Prop. 7
X80 Rmk (2) following Prop. 7

Rmk following Thm. 10
Table following Prop. 22

X81 Prop. 35
X95 = N

• Table following Prop. 31
X98 Table in Rmk (1) following Prop. 28
X99 Table following Prop. 22

Table in§8.2
X100 Table following Prop. 22

Table in§8.2
X104 Table in Rmk (1) following Prop. 28
X108 Table following Thm. 4
X109 Rmk (3) following Thm. 3
X112 Rmk (3) following Thm. 3

Table following Thm. 4
X115 Table following Thm. 4

Table following Prop. 10
§§6.2, 6.3

X125 Table following Thm. 4
Table following Prop. 10;
§6.3
Rmk (6) following Prop. 23

X141 Table in§8.2
X143 Rmk (3) Prop. following 17
X155 = H/O Table following Prop. 6
X186 Rmk (2) followingProp. 12

Rmk (2) following Prop. 25
Table in Rmk following Prop. 27

X193 = H/G Table following Prop. 6
X195 Rmk (1) following Prop. 5

Rmk (2) following Prop. 9
X214 Table following Prop. 22
X249 = X

∗

115 Prop. 17(b); Table in§8.2
X250 = X

∗

125 Prop. 17(b); Table in§8.2
X265 = r1(O) Table following Prop. 10

Tables following Prop. 22, 23, 27
X354 Table in§8.2
X393 Rmk (2) following Prop. 31
X399 Rmk (1) following Prop. 9

§5.1.2;§5.1.3
X403 Rmk (2) following Prop. 12

Table in Rmk (1) Prop. 23
X427 Rmk (5) following Prop. 23

Rmk following Prop. 40
X429 Table in Rmk (1) Prop. 23
X442 Table in Rmk (1) Prop. 23
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Triangle
centers References

X476 Table following Thm. 4
X477 Table in Rmk (1) following Prop. 28
X571 Rmk (2) following Prop. 25
X671 Tables following Prop. 10, 22
X895 Table following Prop. 22
X942 Rmk (3) following Prop. 31
X925 Table Prop. 31
X953 Table in Rmk (1) following Prop. 28
X1105 Table Prop. 31
X1141 Rmk (3) following Prop. 7
X1145 Table following Prop. 22
X1156 Tables following Prop. 10, 22
X1157 Rmk (3) following Prop. 7
= (N

∗

)
−1 Table following Prop. 9

Corollary 15;§5.1.1
X1320 Table following Prop. 10

Table following Prop. 22
X1444 Rmk (1) following Prop. 31
X1618 Table in§8.2

Triangle
centers References

X1986 Rmk (1) following Prop. 12
Table following Prop. 17
Rmk (3) following Prop. 25

X2698 Table in Rmk (1) following Prop. 28
X2715 Table following Thm. 4
X2720 Table following Thm. 4
X2482 Table following Prop. 22
X3003 Rmk (1) following Prop. 25
X3025 Rmk (2) following Prop. 29
X3528 Rmk (3) following Prop. 29
superiors of
Fermat points §5.1.4
new End of§2.2

Rmk (2) following Prop. 12
§5.1.3
Rmk following Prop. 27
Rmk (2) following Prop. 29
Rmk (2) following Prop. 30
Prop. 37, 39

Reflection triangles References

O §1
H Rmk (1) following Prop. 12; Rmk following Prop. 27
N §1, Prop. 5
K Rmk (4) following Prop. 23

Cevian triangles References

G (medial) §7.1
I (incentral) Rmk (1) following Prop. 7;§9
H (orthic) Prop. 6;§5.1.1,§7.2; Rmk (5) following Prop. 23

Anticevian triangles References

I (excentral) Figure 11;§5.1.3
K (tangential) Prop. 1(a);§5.1.2; Rmk (4) following Prop. 23
N

∗

§5.1.1

Lines References

Euler line Figure 4; Prop. 17, 23, 24, 33; Rmk (2) following Prop. 29
OI Prop. 39
Circles References

Circumcircle Prop. 1(d); Thm. 3; Prop. 17, 33, 39
Incircle Rmk (2) following Prop. 29
Nine-point circle Rmk 2 Prop. 2;§6.3; Prop. 23
Apollonian circles Prop. 1(b)
Brocard circle §6.2
Pedal circle ofG §6.3
P

(a)
P

(b)
P

(c) Prop. 2; Rmk following Prop. 10
Circles containingA(a), B

(b), C
(c) passim
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Conics References

Steiner circum-ellipse §6.4
Jerabek hyperbola Prop. 23, 24, 33
bicevian conicC (G, Q) Prop. 22
bicevian conicC (X

∗

115, X
∗

125) Prop. 17
Jerabek hyperbola of intouch triangle Prop. 39
circumconic with centerP Prop. 22
Inscribed parabola with focusE Rmk (2) following Prop. 29
rectangular circum-hyperbola throughP Rmk following Prop. 10; Rmk following Prop. 32
Inscribed conic with a given focusP Prop. 29

Cubics References

Neuberg cubic K001 Prop. 7, 8, 9, 16, 26, 27
Macay cubic K003 Rmk (3) following Prop. 29
Napoleon cubic K005 Prop. 9, 27
Orthocubic K006 Prop. 26
pK(X1989 , X265) = K060 Prop. 7, 8
pK(X3003 , H) = K339 Prop. 25
pK(X186, X571) Prop. 25
Reflection conjugate of Euler line§8.6

Quartics References

Isogonal conjugate of nine-point circle Prop. 17
Isogonal conjugate of Brocard circle §6.4

Constructions References

H/P Prop. 6
r0(P ) Rmk (3) following Thm. 3; Thm. 4; Prop. 20
r1(P ) Prop. 10, Prop. 11
r2(P ) Prop. 12
r3(P ) Prop. 22
r4(P ) Prop. 22
r5(P ) Prop. 30
r6(P ) §8.2
r7(P ) Prop. 31
r8(P ) Prop. 31
r9(P ) Prop. 32
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